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QUALITY ASSURANCE STATEMENT

The Bureau of Transportation Statistics (BTS) provides-bigddity information to serve
government, industry, and the public in a manner that promotes public understanding.
Standards and policies are used to ensure and maximize the quality, objectivity, utility, and
integrity of its information. BTS reviews quality issues on a regular basadusts its

programs and processes to ensure continuous quality improvement.
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This document is disseminated under an interagency agreement between the Bureau of Safety
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of the U.S. Department of Transportation (DOT) in the interest of information exchange. The
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agreement adheres to the Economy Act of 1932 as amended (311338&) and to the Federal

Acqui sition Regulations 6.002. To the best of
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EXECUTIVE SUMMARY

The Well Control Equipment Systems $826082 Annual Repogproduced by the Bureau of
Transportation Statistics, summarizes well control equipment (WCE) failure events that
occurred during well operations in the Gulf of Mexico (GOM) Outer Continental Shelf (OCS)
from 2017 to 202. This report isbased on information collected throu@deOCS, a
confidential reporting program for the collection and analysis of data to advance safety in
offshore energy operation$t contains an analysis of reported events involving WCE systems,
including blowout peventer (BOP) equipment, and other key information about the events

suchas root causes and followp actions

SafeOCS receiveeventreports for 5,130WCE eventsfrom 2017 to 202, averagig 855

events per yearMost of these event§86.7percent) occurred while not in operation, i.e.,

during maintenance, inspection, and testRgported events declineglach yearreaching an
annual low 6411 eventsin 2021, and increasigby 17.0 percento 481 in 2022 Well activity
levels as masured by BOP daysneaning the number of days during which WCE systems
were in us@ showed a similar pattern, reaching an annual low in 2021, with an increase of 10.5
percent in 2022Marked aclines in several measures of well operations actiwsiléspudied,
active rig count, an8OP daysyoincided with the onset of the COVID19 pandemic in the
second quarter of 202@Bome of these measures have seen an increase in the last two years,
while others have mostly stabilized, with some steadily increasidghen decreasing again in
the secondhalfof 2022.Adjusting for well operations activifas measured by BOP dayije

rate of reported eventgeached an annual low in 2021 36.8events per thousand BOP days
andincreased slightly in 2022 to 380©nly one reported evenfrom 2017 to 202 resulted ina

loss of containmendf more thana barrel ofwellbore fluids to the environment

Subsea WCE System Events

Subsea WCE system events compdi€2.7percent of failure eventBom 2017 to 202, and
subsea BOP dayspresened 63.9percent ofallBOP daysOver the six-year period,
regulatos, solenoid valves (hydraulic), SPM valves, slide ¢(skadrvalveshuttle valvesand

piping/tubing were among the most frequently reported composggdich representing at least
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5.0 percent of all doseasystem failuresviost events were classified asternalleaks, none of
which were leaks of wellbore fluid¥he mostcommon root caises were wear and tear
(reported for 46.6 percent of eventdrom 2017 to 202), design issu€l5.2percent), and
maintenance erro(12.3percent) Forty eventsover the six-year period resulted iBBOP stack
pullsassociated with various component typ€ging/tubing was associated with the most
(seven BOPstack pullsfollowed by annlar packing elements (four), ram block seals (four),
andSPM valve@hree). Operating system seals and flex loop hessre eachassociated with
two BOPstack pullssince 2017

Surface WCE System Events

Surface WCE system evertemprisal 7.3percent of failure eventdom 2017 to 202, and
surface BOP dayepresental 36.2percent ofallBOP daysOver the six-year period,annular
packing elementsccumulators, ram block seatm@te valve hardware, choke and kill valves,
general hardware, aregulatorswere among the most frequently repatl componens, each
representing at least 5.0 percent of all surface system faillmesnal leaks were the most
common failure typg47.0percent of events)and wear and teaf61.2percent of eventsyvas
the most common root causeNinety-six events oer the six-year period resulted ilBOPstack

pulls with 51.0 percentassociated witlan internalleak across the annular packing element
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INTRODUCTION

The 2022 Annual Report: Well Control Equipment System$&atfated by the Bureau of
Transportation Statistics (BT$)rovides information on well control equipment (WCE) failures
reported to SafeOCSrom 2017 to 202. Thesefailures occurred during well operations in the
Gulf of Mexico (GOM) Outer Continental Shelf (OCS). Per 30 CFR 250.730(c), operators must

report any equipment failures experienced during these activiti€sai@OCJsee Appendix A)

About SafeOCS

SafeOCSs a confidential reporting program faollectingand analgingdata to advance safety

in energy operations on the OCS. The objective of SafeOCS is to capture and share essential
information across the industry about accident precursors and potentiartiszssociated

with offshore operations. The program i s spon
Bureau of Safety and Environmental Enforcement (BSEE) and operated independently by the
Department of Transportati on@BES),Bwincpafederalf Tr an
statistical agency. The Confidential Information Protection and Statistical Efficiency Act

(CIPSEA) protects the confidentiality of all data submitted directly to SaféOCS.

The SafeOCS program umbrella comprises several safety data collections, incluMWQEhe

failure reporting program, which is the subject of this report. The WCE program includes

reports of well control equipment failure events mandated under 30 CFR 26(xYJ his
regulationrequires operators to follow the failure reporting procedures in API Standard 53

(4th ed.), submit failure reports to BTS as B
information, and submit failure reports to the original equiprhmanufacturerThe WCE

failure reporting progranbegan in 2016 and this is the seventh annual report

! Confidential Information Protection and Statistical Efficiency Act of 2018, Pub. L. Nd.351 5it. Il
(reauthorizing the 2002 law of the same name).

2 Prior to 2019, the annual reportarere titled Blowout Prevention System Safety.Events
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Stakeholder Collaboration

This annual report is the product of a wigdanging collaboration between key stakeholders in

the oil and gas industry andeernment. They include the following:

1 The Joint Industry Project on  Blowout Preventer Reliability Data (BOP
Reliability JIP) : The SafeOCS program continues to receive input fromdihga
collaboration between the International Association of Drillingn@actors (IADC) and
the International Association of Oil and Gas Producers (IOGP). The JIP developed and
manages RAPHS53, the Reliability and Performance Information Database for Well
Control Equipment covered under API Standard 53.

1 Internal Review Team : SafeOCS retaed expertsin drilling operations, production
operations, equipment testing, and well contegjuipment design and manufacturing. The
subject matter experts reviewed event reportslidatedandclarified BTS and BSEE data,
and provided input to this reportThese subject matter expertmterpret the written
reports suppliedto SafeOCS but they are not involved in anyphysicalanalysisor
interviews withthose involved in equipment faiks.Clarificationson events are provided
from operators on an as needed basis.

1 BSEE: BSEE provided BTS with wedlated data used for data validation,
benchmarking, andewelopment of exposure measures, described under Data Validation
and Exposure Measurésaged).

Context for WCE Events

WCE systems, includir@OP equipment, control the flow of formatioandother fluids during
oil and gas well operatiorisThis report focuses on events thatcurred while maintaining,
inspecting, testing, and operating WCE systems during offshore well operafmusiderstand
when and howNCE is used, it is important to recognize that drilling operations encompass
more than the act of drillingand include lhactivities related to constructing an oil or gas well.
For example, in addition to drilling the hole (wellbore) to the correct size and depth, well

construction includes preventing the hole from collapsing and maintaining pressure integrity

® Well operations include drilling, completion, workover, and decommissioning activities. 30 CFR 250.700.
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within the hole. This process involves running lengths of various size pipes (conductor, casing,
or tubing) into the wellbore, cementing them in place to isolate any potential flow Zzand,

preparing the well for subsequent production operations.

WCE systems are dlical to ensumgthe safety of personnel and the environment during
drilling and other well operations. WCE, for purposes of this report, is broken down into the

following system subunits:

1 BOP stack 1 Diverter
1 BOP controls 1 Choke manifold
1 Riser 1 Auxiliaryequipment

Of these, the BOP controls and the BOP stack systems, both of wdoamprisethousands of
componens andconsume the most hours of maintenanceanfy systenon the rig, are among

the most importantfor safeguarding against adverse evedtsmally, the BOP control systems
and BOP stack systems are on standby, ready to respond to a well control event. Operators
are requiredto conduct and meet API Standab® (4th ed.)testing criteria at various ties

during well operations to ensure these systems will function as expected if needed. WCE
systems must be maintained and inspedietbretests can be carried out and theéastedagain

at predetermined intervalper requirements This cycle of maintenance, inspection, and testing

is further discussedn Appendix B

This report contains a chapteaboutsubsea WCE systenllowed by a chapter on surface
WCE systemsDifferences betweervents that occurredwhile in operationversusnot in
operation (i.e.during maintenance, inspection, and testig) notedwhere relevant.
In-operation events are further evaluated as to whetlieey led to aBOP stack pull. The

following factors were considered in determining how to present the data:

1 WCE System Complexity : Subsea WCE systems have a much higher population of
components than surface WCE systenfitis isdue to complexitycaused by the distance
between the BOP stack and the figounted control panels and redundancies intended

to preventsinglepoint failures while inaccessible equipment is in use.

4 Any zone in a well where flow is possible under conditions when wellbore pressure is less than pore pressure.
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1 Accessibility of Equipment : Most subsea system equipment is underwater and limited
to observation ad simple operations by a remotely operated vehicle (ROWhereas
surface system equipment is always visible and accessible by the rfy crew.

1 Management of Equipment : Rigs with subsea BOPs have-finie crews of dedicated
subsea engineers that instatid maintain the WCE. Surface BOP systemstgpecally
operated by the drill crews and maintained by the rig mechanic, in addition to their
standard duties. These crew differences lead to different operational and reporting
practices for subsea systems eompared to surface systems. For example, for surface
systems, WCE components are often sent to shore for major maintenance, whereas most
of these activities are typically conducted onsite for subsea sys{amiess OEM
maintenance agreements requaeeturn to base).

1 Risk: Events that occur when the system is not in operation present fewer potential
consequences than events that occur when the system is in operation, singe not
operation events can be corrected before operations begin. Importanthgt -
operation events do not result in consequences because of equipment redundancy and
the relatively short period that well pressures can lead to a blowduhderstanding
what components fail while in operation, as well as how, when, and why theyg fai

critical to reduce or eliminate similar events in the future

Data Validation and Exposure Measures

BTS used data provided by BSEE to validate SafeOCS data and develop exposure measures that
help provide context for the failures. BTS validated sutaditlata by reviewing well activity

reports (WARS), which oil and gas operators must submit to BSEE weekly for active well

5 An ROV is required under 30 CFR 250.734 and provides a live video feed together with the capability to open
and close specific control valvesdaperform some other simple tasks.

6 On a subsea system, the BOP stack, the BOP control pods, hoses, cables, and the marine drilling riser are alll
located underwater when in use and are therefore inaccessible. The subsea BOP stack equipment is densely
paded into a handling and protection frame, making access difficult anectingiming. All the equivalent
equipment on a surface system is above water and joined together using indtastidard connections, making
access easier.

" A well can experiencedbowout when the formationds pressure is hig
pressure.



operations in the Gulf of Mexico OCS Region, per 30 CFR 250.743. WARs were also used to
identify WCE failure events that were not reged to SafeOCS.

BTS also used BSEE data souricetuding WARsto develop exposure measures that quantify

the population of equipment subject to failure and its characteristics. These exposure measures,
sometimes referred to as denominator or normatigidata because they represent the

population based on statistical values, facilitate comparisons over time and between different
types of WCE. WAR data is used to develop several measures (numbered one through seven
below) that approximate the number ottive operators and the amount of rig activitAn

additional measure, wells spudded (number eight below), is developed from the BSEE boreholes
table and provides information on the extent of new well activity. The measures include the

following:

1. Active operators : The number of operators conducting rig operations.

2. Wells with activity : The number of wells worked on by rigs, regardless of the well

operation.
3. Rigs with activity : The number of rigs with operations.

4. BOP days: The number of days during which some or all the WCE components may
have been in us@r were beingmaintained antested and had any likelihood of a failure.
For rigs with one BOP stack, this is equivalent to the total number of days theagy
operating as reported in WAR dataFor rigs with two BOP stacks, the number of days
the rig was operating is multiplied by 1.48, based on an estimated increase in WCE
components. The number ofin-operation BOP days is the subset of BOP days when

the BOP system was in operation.

5. BOP stack runs : The number of times a subsea BOP stack was run (deployed) from the
rig to the wellhead. This number also includes whenBi@P stack was moved from one

locationto another while staying submerged (i.e., welppmg).

8 In developing these exposure measures, WARs associated with intervention vessels were excluded.

°® The component count of a subsea system rig with two BOP stalikided by the component count of a subsea
system rig with one BOP stack = 1.48. The details of these estimates are provided in the SafeOCS supplement,
WCE Estimated System Component Quuiniished separately.
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6. BOP stack starts : The number of times a surface BOP stack was assembladurfiace

wellhead.

7. BOP latches and unlatches : The number of times a subsea BOP stack was latched or

unlatched from a subsea wellhead.

8. Wells spudded : The number of newvellsstarted

Analysis Information and Data Adjustments

1 The termssubseandsurfaceeference the type of applicable BOP system, not the
equi pmentds | ocation (above or below the w
apply to rigs with subsea BOPstgms, and surface exposure measures apply to rigs
with surface BOP systems.

1 SafeOCS may receive WCE event notifications after the publication of annual reports. If
notifications are received after publicat:i
and conclusions, an addendum may be published.

1 Numbers are adjusted in each annual report to reflect information provided after
publication and may vary from those reported in the previous annual report. All results
and references to previous data in timeport represent updated numbers unless
otherwise stated.

91 Due to rounding, numbers in tables and figures may not add up to totals.



CHAPTER 1:NUMBERSATA GLANCE

This report is based on dat@aom Table 1: Numbers at a Glance, 2017 62022
5,130WCE failureevents(4,754
subsea system ar8¥6 surface system) ASUR 0 el e
ofa Average
reported to SafeOCS between 2017
| _ WELLS

and2022 (seeTable1 andAppendixC Wells with Activity| 273 | 1,618 | 315.2
Table22). In2022, the most recent Wells Spuddeq 112 822 137.0
year of repating, there were481 RIGS — —

Rigs with Activity] 43 82 52.0
WCE failureevents reported(438 Rigs with Reported Even{s 31 70 35.3
subsea system a8 surface system OPERATORS :

Active Operators| 24 39 26.5
events). All reported events occurred Reporting Operatory 13 25 14
in the Gulf of MexicoOCS, which BOP DAYS

Total BOP Dayq 12,358 86,135 14,356
Not-in-Operation BOP Dayg 4,983 | 33,905 5,651
oil and gas production on the 0C%. In-Operation BOP Day$ 7,375| 52,230 8,705

Subsea System BOP Dgy8,036 | 55,043 9,174
Surface System BOP Days4,322| 31,200 5,200
COMPONENT EVENTS

accounts for over 99 percent of annug’

An average 0855 eventsper year

were reported during the firssix Total Events Reporte§l 481 | 5,130 855

years of the program, from 2017 to Overall Event Rat¢ 38.9 59.6 57.2
Not-in-Operation Eventd 396 4,446 741

2022. Most of these event¢741 per In-Operation Eventg 85 684 114

year on averagejccurredwhile not in Subsea System Everjts438 4,754 792

. . . . Surface System Everts 43 376 63

operation, i.e., during maintenance, [[5EEVENTS

inspection and testingctivities.Only Loss of Containment Even{s 0 1 NA

onereported eventduring thesix-year KEY: 1 In-operation Not-in-operation

o , NOTE S:
perIOd, in 2017 resulted inaloss of - Event rate is the number of events tha¢curred per 1,000 BOP days.

The 201522 totals for rigs, operators, and wells with activity measures
represent the number of unique entities.
SOURCE: U.S. DOT, BTS, SafeO®sogram

containmentof more than a barrel of

wellbore fluids to the environment

Subsed&VCE system eventsomprisedgreater than 90.0 rcentof failure eventgach year since

2017, andsubsea BOP dayepresenta 63.9 grcent of BOP day®verall The difference in

10 Quter Continental Shelf Oil and Gas Rlaction, BSEE{tps:/mww.data.bsee.gov/Production/OCSProduction/Default.aspx
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reported event frequency between subsea and surface systems persistsiaftdirg foractivity
levels with 86.4 events perthousandsubseasystemBOP dayscompared 6 121 events per
thousand surfaceystemBOP daydgrom 2017 to 202.

Reported events declined0.9percentoverall from 20170 2021 (seeAppendixC Table22);
however, the number of reported events increased in 2022 to 481, from 411 in 202

2021 to 2022, vmenadjusted forwell operations activitymeasured by the number of BOP
daysthe rate of reported eventsincreased 5.percent Overall, events have decreased at a
higher rate than activity; however, from 2021 to 2022, events increased at a higher rate than
activity.Figurel shows levels of well activity as measured by BOP days, rig count, wells
spudled and reported events. Although the scale is different for each of these measures, they
are shown together for the purpose @omparing trends. The figughowsdeclines in several
measures of well operations activitoincidngwith the onset of the COVIDB19 pandemic in

the second quarter 02020.In the recovery from COVIB19, most measures of activity saw a
overallincreaserom late 20D into 2022. However, both BOP days and monthly average wells
spudded saw a sharp dipthe second halbf 2022,while the average rig count aneported

eventswere mostly stable

Figure 1: Levels of Well Activity in the Gulf of Mexico OCS , 201762022
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SOURCE: U.S. DOT, BTS, SafeOCS Progré&tig counts from Baker Hughes Rig Coumitps://rigcount.bakerhughes.cam/
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Reporting Operators

From 2017 to 202, a totalof 39 operatorsconductedwell activites 25 of whom have
reported at least one failure evehitReporting operators represerd1.8 of well activity
(measured in BOP days) from 2017 to 202

Figure2 showsthe relative distribution of reported events, BOP days, and wells with activity

among active operators over the pask years.BOP days and wells with activity are indicators

ofanope at or 6s amount of well operations during |
of BOP days and percent of wells with actiate similar A greater percentage of wells than

BOP days generally indicates the operator worked on more wells, but spestilme working

on each well, compared to other operatords shownin the figurean oper at or 8s amol
activityis not always proportional tdheir reported events For example, operators two and

three hadaboutthe samdevelsof activity from 201710 2022 but show a relatively large

difference in reported events. Factors that could explain this include differeneggiipment,

procedures, and maintenance practitetween companies and potential underreporting.

Figure 2: Rig Activity and Event Reporting by Operator , 201762022

35.0% -
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30.0% -

B Percent of BOP Days
25.0% - B Percent of Wells with Activity
20.0% -

15.0% -
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oox ) ‘| ‘I ‘I II II N I el n II [ II I m |I

Operator

NOTE : Operatorswith less than 1.0 percenof total BOP daysre not shown Theseoperatorscollectively represen0.8
percent of reported events55 percent of BOP days, and8/percent of wells with activity.
SOURCE: U.S. DOT, BTS, SafeOCS Program.

" The 39 operators had at least one BOP day reported in well activity report data. An additimeal operators
had at least one WCE event reported to SafeOCS, but no reported BOP days in well activity report data.
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Rigs with Events

Rigs are thdacilitieson whichwell Figure 3: WCE Reporting by WCE System Type,

. . 201762022
control equipmentis operated.

Examininghe distribution of 100%

reported eventsamong riggan 0%
80% m Percent of Reported Events

provide insighd regarding failures and Percent of BOP Days
70%
reporting trends.Between2017and

2022, 82 rigs @1 rigswith subsea
BOP stacksand 4L rigs with surface 40%

60%

50%

BOP stackshad some level of well 30%
activity.Although the quantity of rigs 20%

is evenly splitFigure3 shows that 10%
o i1

most We” aCtIVIty(63'8 percen) was Subsea System Rigs Surface System Rigs

conducted by subsea system rigs NOTE : Subsea system rigs represented include drillsimisubmersibles,
and dynamically positioned (D&@¢misubmersibleSurface system rigs
represented primarily include platform rigs and jackups.

SOURCE: U.S. DOT, BTS, SafeOCS Proaram.

which contributed 92.7 percent of
reported eventsover the six-year

period.

Of the 82 rigswith well activity from 20170 2022, 70 were associated witlt least one failure
event Qubsea system rigexperiencedan average af15.9eventstotal (standard deviation (SD)
141.8), and86.4eventsper thousand BOP daysver the six-year period Qurface systm rigs
experiencedan average d.2 eventstotal (SD111) and12.1 eventsper thousand BOP days
Complexity and component populatianaypartially explain the difference in number events

experienced by subsea systems as compared to surface systems

Timeliness of Event Reporting

Throughout the reporting period (2022022), 39.&ercent of reported evets were submitted
within 30 days of the event datd~or 2022, the percent (38.0 percent) remained on par with
the averageSimilarly, events 2022 requiring further investigation took longer to be
submitted than those where the cause was immediatelywnd 9.3 percentand80.7 percent

respectivelyOver the sixyear period,30.5percent of eventsvith further investigation were
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submitted within 30 days, compared 44.7percent of events where the cause was

immediately known.

WCE Event s ldentified in WAR Data

BTSusesBSEE well activity report dateot only to estimateactivity levelgi.e., BOP dayshput
alsoto crossreference the timing and occurrence of failures and identify those that may not
have been reported to SafeOCS, resulting better approximation of the complete set of
failure everd. Since 2019SafeOCSasidentified failure events includingOP stack pulls
through a review of WAR datd&rom 2019 to 202, 41 BOPstackpull eventsnot reported to
SafeOCSvere identified from WAR datandincluded in aggregated anagypresented in this
report. Most of these were for surface WCE systerfseeTable2). Events other thalBOP

stack pulls are alsmlentified inWAR data, however they are excluded from the aggregated

statistics presented in this repodue to limited available event information.

Table 2: Unreported BOP Stack Pull Events Identified in WAR Data, 2019 62022

2019 2020 2021 2022 Total

Subsea WCE Systems| 0 (0.0%) | 3 (37.5%)| 1 (33.3%)| 1 (20.0%)| 5 (20.8%)
Surface WCE Systems| 16 (44.4%) 6 (66.7%)| 6 (37.5%)| 8 (57.1%)| 36 (48.0%

SOURCE: U.S. DOT, BTS, SafeOCS Program.
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CHAPTER 2:SUBSEA WCE SYSTEM EVENTS

Reported subsea WCE system Table 3: Subsea System Numbers at a Glance, 2017 62022

events declined eagfear from

2017 to 202, but increasedn 2022 2017-2022 2017-2022

MEASURE Total A
. ota verage
2022 as shown infable3 and
. WELLS
AppendixC Table23. However, Wells with Activity| 134 650 157.0
activitylevels(wells and BOP Wells Spudded 50 435 72.5
. RIGS
days) remained at nearly the Total Rigs with Activity 24 41 27.2
same level in 2022 as in 2021. With One Subsea Stagk 5 13 7.2
] . With Two Subsea Staclds 19 28 20.0
There were S“ghtly more active Rigs with Reported Events 20 38 22.0
operators(one more) and more ~ |OPERATORS
) ) o ) Active Operators| 15 23 16.8
rigs with activity(three more) in Reporting Operators] 11 20 10.5

2022 than in 2021. BOP DAYS

Total BOP Dayq 8,036| 55,043 9,174
Not-in-Operation BOP Dayq 3,724 | 25,064 4,177

As in previous years, ost In-Operation BOP Day$ 4,311| 29,979 4,997
subsea systemaventsin 202 SOMEONENNEVENNS
Total Events Reporteqi 438 4,754 792
(89.7 percent) were foundwvhile Overall Event Rat¢ 54.5 86.4 83.0
not in operation ie. during Not-ln-Opgratlon Eventy 381 4,265 710.8
Not-in-Operation Event Rat¢ 102.3 170.2 165.7
maintenance, inspection, and Not-in-Operation Events per Wel| 2.8 6.6 4.4
. In-Operation Eventg 57 489 81.5
testing Subsea stack puIIs In-Operation Event Rat¢ 13.2 16.3 15.6
increasedrom threein 2021to In-Operation Events per Wel 0.4 0.8 0.5

BOP STACK MOVEMENTS

fivein 2022 About 4.4 percent

Total Stack Rung 136 1,056 176.0
of successfldubsedBOP stack Successful Rurfs 126 911 151.8
) Stack Pull§ 5* 40 6.7
rungi meaning thé8OP stack LOC EVENTS
Wasdeployed to the wellhead on Loss of Containment Even{s 0 1 NA
the seafloorassembled on the EI(E)\;:E . In-operation Not-in-operation
wellhead and went into - Event rate is the number of events thatcurred per 1,000 BOP days.
The 201522 totals for rigs, operators, and wells with activity measures repres
operatiomi eventuallyhad an the number of unique entities.
* Includes som&OPstack pub identified in WARTable2 provides counts. These
unplannedOP stack pull during are not included inTotal Events Reported

_ , SOURCE: U.S. DOT, BTS, SafeO®8ogram
the six-year period.
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Event Reporting Levels

As shown inFigure4, changes ithe number ofactive operatordor subsea WCE systenvgere
greater from yeato yearthanchanges in reporting operaits, which remained relatively stable
at 10 or 11 operators each yealn contrast changs inthe number ofrigs withreported
eventstend to follow changesn the number ofrigs withactivitymore closelywith only one
year having differindirections ofchangg2019 to 2020Q. This maysuggestthat other factors in
addition toactivity levels magontribute to changes ireporting. From 2021 to 2022, both rig
activity and associated reports avell asoperaor activity and reports increased at the same
rates respectively.

Figure 4: Reporting and Activity Levels for Subsea Systems |,
Frequently Reported 201782022

Components

35

== Rigs with Activity

- o= Rigs with Reported Events
== Active Operators

== e==Reporting Operators

From 2017 to 202, 124 30
different componentsvere RS

25 <

reported as having failed on

20 S -

subseaVCE systemsAsin S 7
15

previous years, the most -

frequently reported B T~
componentsn 2022 wee

control valves (SPM valves anc  ° 2017 2018 2019 2020 2021 2022
shear sealalves), shuttle SOURCE: U.S. DOT, BTS, SafeOCS Program.

valves, pressure gauges, and

ram block sealg¢see AppendiD). Figure5 illustrates eacleportedc o mponent 6 s per ce

events over thesix-year periodcomparedd o t hat componentds percent a
componentpopulation on a rig with two subsea BOP stackke orange (noin operation) and

blue (in operation) stacked bars together sho

events and the wider | i gh tercantagsétheltypicals s how eac

componentpopulation.
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All else being equal, oremuldexpectac 0 mp o nperoehtéige okventsto be consistent

with its percentage of the populatigi however,as shown on the figurdhat is not the case

for mostcomponentsA ratio less than 1.0 indicates that this component experienced a lower
percentage of faires compared to its percentage of the populatidinis couldbe influenced by
a long service life expectan@huttle valves, pressure gaugesj packers and gate valve

hardware are examples of components with failure ratess than one.

A failure rato greater than 1.0 indicates that other factors are influencing the number of failures
(e.g, frequency of use, circuit complexity, operating environment, and installation and
maintenance practices). Control valves and ram block seals each had a faibifeyraater

than 1.0, meaning they had a disproportionately high number of reports as compared to their
population, relative to other componentseBulators and choke and kill valves atsotwo
components with higliailure ratios Both hadess than D percentof the population but 11.5

percentand 4.4percentof the failures, respectively

As shown on the chartimost component fduresare detected whilenot-in-operationdue to

the extensive scheduladaintenance, inspection, and test{iiMjT) to which they arefrequently
subjeced; however,certain components dmot havespecified replacement schedules or
maintenance routinethat mightdetect degradationMany of these components are in use
during the entire time that the BOBtackis in operationandover the sixyear periodthe
number of BOP days inperation comprisd more than half (54.4 percent) of total BOP da¥s.
Somecomponents might also be considered consumaidemparatively lowcost, or have no
suitable early detection testand are thereforemay bed r u n  t oin cérmin daseslte o
datasuggestshat these components fail in operation at a frequency more consistent with the

amount of time that they are in operation, as comparedtber components which are subject

2 Componentestimates are provided in the SafeOCS supplem&@E Estimated System Component Counts
published separately

BRato=acomponent s percent of failures divided by that cc¢
4 BOPdays in operation/Total BOP days.

15 Consumables, in this context, are seals that have an indeterminable expected life because of variables in the

operating conditionsandtherefore do not have a replacement cycle.
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to more extensive ordeck MIT.Some examplesf the former casenclude BOP control pnels

andpressure temperature sensors.

Figure 5: Subsea System Component Failures Relative to  Component Population, 2017 -22

Control Valve 1.3
e 13.3
SNl Va Ve 0.8
ST V2l Ve I.1
Choke and Kill Valve sl 8.3
Accumulator  F 0.8
Harchware 0 — 0.8
Bonnet Operating Seal  m————— 5.5
Ram Block Seal mmmmm— 3.6
Pressure Gauge 0.9
Relief Valve  mmssems 2.7
BOP Control Panel s 18.9
Subsea Electronic Module Fmmmmsmm 8.9
Operating System Seal 2.0
Gas Valve s 0.2
Hose mosssm 5.1
Pod Packer mss 0.1
Cable s 2.4
Pilot Operated Check Valve mmn 1.5
Interface Seal m—— 1.2
Choke and Kill Line s 0.4
Pod Hose mmmmmm 4.3
Pressure Transducer mmssn 0.5
C/K Connector Receptacle Female s 10.1
Hydraullc Smb Percent of Population 6.8
Ball Valve momm 0.7
Check Valve  mamn M Percent of Component's Failures, Not-in-Operation | 7
Flowmeter [umm m Percent of Component's Failures, In-Operation 3.6
Packing Element 1.7
Cylinder womm 4.2
Electrical Connector  msm 0.7
Locking Device 2.0
Pod Stab e 7.9
Gate Valve Hardware o 0.1
Filter mam 1.0
Metering Needle Valve i 0.6
Trigger Valve 6.0
Hot Line Hose mm 24.1
0% 5% 10% 15%

NOTE : Components with 0.5 percent or less of failures are excluded and total 10.4 percent of all subsea system failures.
PipingTubing (5.1 percent of failures) and Studs and Nuts (0.1 percent of failures) are not represented in ttestiadledo

not have arestimated population averadggailure ratio, shown in righthand column, representsthe mponent 6s percent
failures divided by that componentds percent of the popul ati

SOURCE: U.S. DOT, BTS, SafeOCS Program.
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For 2022, four components were identified as havioghba failure ratio greater than 1.0 and
four or more in-operationevents in 2022the following provides further discussion of these

components:

Control Valves: Theseinclude both sukplate mounted (SPM) cartridge valves and siseat
valvesand amount to 14.5 percent of a#ported subsea system failures from 2017 to 2022,
and 14.3 percent in 2022 alon®oth stylesare hydraulically piloted angerform similar
functions, directing power fluid to operate a function such as closing a ram or annular
preventer.SPM valves use elastomeric seals, while séesrvalves use metal-metal sealing
technologiesSPM valvesnd to fail due to damagedrings The shearseal valves have a metal
sealring that £ak on a metal seal plate, and Hedypically fail when thguality of thehighly
polishedsurface finish between thegarts isdegraded or otherwise compromiseth 2022

there were 18 different SPMalve typegi.e., part numbersand six different sheeseal valve

types reported for 39 failures

Regulators : Therewere 546 reported eventsinvolvingregulatorsfrom 2017 to 2022, with 42
occurring in 2022. Regulatorsue vary widely, an@9 different part numbersvere reported

during the sixyear period™ Four regulators failed in operation in 2022nd they were all
associated with diverter systemiBegulators areamongthe hardest worked hydraulic
components in theystem, because even when everything else is on statitiyyare

constantly making minute adjustments because of movement or temperature fluctuations.
Additionally, egulatorsthat are in the pod(sgach suppia different circuit of various numbers

of control valvesand over time, the regulator passes much more flow than any control valve
and therefore has an increased risk of compromising the polished seal surfaces similar to the
those in the sheaseal valves

Ram Block Seals: Since 2017, there have been a totaBdfreported ram block seal failures.
Hve of 17 failuresin 2022 occurred while the BOP was in operatidtam block seals are
consumable elastomeric seals that seal around the pipe in the caggeabm seals, oseal
between the opposing ram blocks in the case of shear rdimsy are considered having failed

when they stop holding pressurk, asin the case of pipe rams, they are closed on moving,pipe

6 part numbers are unknowan four of the events.
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then the elastomewill wear more quickly The rate of weamay beaffected bynot only such
movement, but also the chemical, solids content, or temperature of the wellbore fluids. While
it is normal for the operator to have the elastomer checked against the fluids that are planned

to be uwed, there is no standard test againstvadliibore fluidvariables.

BOP Control Panels : From 2017to 2022, there have beéh7 reported BOP control panel
failures.n 2022 10 power or communication issuesere reported sevenin operation and
three not in operation.Due to redundancy, one of these eventslisrupted operationsand
control was not compromisedThere is no typical replacement schedule as the parts are

generally run to failure.

Failure Type s

As in previous years, ast eventsin 2022 were a type of leak, comprisirk$.6 percent of
subsea systemvents overallAs shown inTable4, external leaksvere the most frequently
observed failurewhich isnot unexpected as mostomponentsare usedto control and contain
fluids present during operatienCommunication/signal issues were up slightly in 2022

compared to the previous 5 years, aGercent.

Table 4: Failure Types of Subsea System Events, 2017862022

2017 2018 2019 2020 2021 2022 Total
(n=1,300) (n=1,128) (n=908) (n=614) (n=365) (n=439) (n=4,754)

FAILURE TYPE

LEAKS

External Leak 49.8% 46.6% 60.1% 54.1% 50.7% 44.1% 51.1%
Internal Leak 28.1% 24.3% 20.6% 27.7% 21.9% 29.5% 25.4%
Undetermined Legk 0.0% 0.3% 0.0% 0.0% 0.0% 0.0% 0.1%

OTHER

Communication / Signal Isque 4.2% 2.8% 3.3% 3.1% 2.5% 6.2% 3.6%
Electrical Issue 1.6% 1.8% 3.0% 1.8% 1.9% 1.1% 1.9%

Fail to Function on Commarnd 2.6% 2.7% 2.4% 3.4% 9.0% 4.1% 3.3%
Inaccurate Indicatign  2.2% 3.0% 2.5% 2.0% 3.0% 5.3% 2.8%
Mechanical Issfie 9.7% 16.7% 6.3% 5.0% 6.8% 5.9% 9.5%

Process Issye 1.1% 1.5% 1.1% 1.8% 1.4% 0.7% 1.3%

Unintended Operatiof  0.2% 0.2% 0.1% 0.0% 0.3% 0.0% 0.1%

Other| 0.5% 0.1% 0.6% 1.1% 2.5% 3.2% 0.9%

100.0%  100.0%  100.0%  100.0%  100.0%  100.0%  100.0%

SOURCE: U.S. DOT, BTS, SafeOCS Program.
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Although there is not a specific field on the data collection form to capture leak volume or rate
(and leaks are rarely collected and measured), event narratives indicate thatadeaflthe

leaks reported to SafeOCS between 2017 and 2022 comnsall volumeontrol fluid leaks

Such leaks can be categorized as (a) ttibaéare too small in volume to register on

instruments duringn-operationactivitiesbut can senetimes be seeby the crewwhen the

BOP stack is on deck duringaintenance, inspection, and testing(b) leaks at a rat¢hat

might be consideredllowableby the OEMbut not necessarilypy the rigowner procedures

Both typesof leaks have very small volum@seasured in drops peminute), and thereforedo

not typically affect ofgoing operations

Though leakganaffectall hydraulicomponents, those most subject to external leaks include
several of thanost frequently reportedregulators solenoidvalves (hydraulig, SPMvalves,

dide (shearsea) valves, piping/tubingand accumulatorsThis is partially explained by the
nature of the component, awshenmost ofthesecomponents leakit is almost always

externaly visible For shuttle valves, the most frequent failure type is internal leak. Together,
reported external leaks of these seven types of components ©89percent of their total
failure eventsg0.7percent of allcontrol fluid external leaks, and1.1percent of all events
since 2017Sometimes, an internal leak is detectgdvisual observation (e,from a vent

port), which could lead tsome level ofnconsistency in reporting of control fluid leaks as

internal \ersus external.

Except forone eventinvolvhgram door sealsthat caused loss of containment in 2017, there
have notbeenanyreported events involving Bss ofcontainmentof more than a barrel of
wellbore fluid In 2022, a review of reported events was conducteddentify events that could
have resulted in a loss of containment of more than a barrel of wellbore fhaidr eventswere
identifiedand summarized belawhree of which occurred in 201@nd one in 2022The
specific volumes release&¢kre not provided in the reports; however, based on review of the
reported circumstances it is unlikely any events resulted in a loss greater than one barrel.
Similar to control fluid leak volumes, there istra specific field on the data collection form to
capturethe leak volume or rateor wellbore fluid leaksFurther, it is difficult to measure small

leaks of wellbore fluids during operations.
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Two of the events were reporteen the same rig on the same day when both the
choke and tle Kill flex hoses were found leaking externally during a pressure test.
The BOP stack was pulled to replace them.

A third event was described as a grease fitting on a kill valve allowing sea water
ingress during a negative pressure test. The BOP staclpuléesd,and the killvalve

was repaired

In the fourth event, aing gasket on the riser connector between the BOP and LMRP
was found tobe leaking after the BOP had been in use for several weeks (note that
routine testing continued during the period dfte the BOP was in use prior to
detection of the leak Inspection revealed paintchip between the gasket and the
gasket sealing area.

All other reported external leaks have involved watkased control fluidwhich is

vented into the ocean as part of the system design.

Detection Methods

Most subsea systemvents from 2017 to 202 (89.7 percent)were detectedwhile not in
operation, i.e.duringmaintenance, inspection, and testiAg shown inTable5, 2022 was the

first yearthat a higher percentage of nat-operation events were detected via casual

observation (33.3 percent) than during function testing (20.7 percé&hi} is an area for

further study.

Table 5: Detection Methods for Not -in-Operation Subsea System Events, 201762022

BETECTION METHOD 2017 2018 2019 2020 2021 2022 Total

(n=1,152) | (n=1,022) | (n=826) | (n=561) | (n=323) | (n=381) | (n=4,265)

Casual Observation 10.0% 9.0% 11.4% 13.0% 13.9% 33.3% 12.8%

Continuous Condition Monitoring  6.0% 3.6% 8.2% 5.7% 10.2% 0.5% 5.7%

On Demang 0.6% 0.6% 0.8% 1.1% 1.5% 1.3% 0.8%

Periodic Condition Monitoring 1.0% 1.6% 2.3% 3.9% 4.6% 8.4% 2.7%

: Corrective Maintenance 1.2% 0.5% 0.2% 0.4% 0.9% 0.3% 0.6%
: Periodic Maintenange 3.5% 7.0% 6.9% 4.5% 5.3% 10.8% 5.9%
g Inspectior}  16.9% 22.9% 18.6% 13.7% 22.6% 10.2% 18.1%
: Function Testing 44.1% 39.2% 35.0% 39.8% 24.5% 20.7% 37.0%
| Pressure Testing 16.7% 15.6% 16.5% 18.0% 16.4% 14.4% 16.3%

KEY: Not-in-operation MIT: maintenance, inspection, testing

SOURCE: U.S. DOT, BTS, SafeO®®ogram
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As seen inTable6, most in-operationevents from 2017 to 202 were detectedviacontinuous
condition monitoring 20.7 percent), followed bypressure testing17.8 gercent) ard casual
observation (17.4 percent)n 2022 fewer inoperation events were detected through
continuous conditiormonitoringcompared to the sixyear average, while both 2021 and 2022

saw more events detected via periodic condition monitoring than the previous four years

Table 6: Detection Methods for In -Operation Subsea System Events, 201782022

2017 2018 2019 2020 2021 2022 Total
(n=149) | (n=106) | (n=82) | (n=53) | (n=42) | (n=57) | (n=489)
Casual Observation 16.8% 16.0% 17.1% 17.0% 16.7% 22.8% 17.4%
Continuous Condition Monitoring 18.8% | 20.8% | 29.3% | 30.2% | 21.4% 3.5% 20.7%
On Demand 1.3% 0.9% 1.2% 7.5% 4.8% 5.3% 2.7%
Periodic Condition Monitoring 9.4% 8.5% 7.3% 7.5% 21.4% | 24.6% | 11.5%

: Periodic Maintenange 0.0% 1.9% 0.0% 7.5% 0.0% 0.0% 1.2%
':I Inspection) 16.1% 19.8% 13.4% 7.5% 7.1% 8.8% 13.9%
EI Function Testing 16.1% 11.3% 12.2% 11.3% 23.8% 19.3% 14.9%
. Pressure Testing 21.5% 20.8% 19.5% 11.3% 4.8% 15.8% 17.8%

DETECTION METHOD

KEY: In-operation MIT: maintenance, inspection, testing
SOURCE: U.S. DOT, BTS, SafeO®sogram

For the most frequently reported componentéseeAppendixD), the majority ofevents were
found va function testingexcept foraccumulators and pipg/tubing Accumulator events had
the same number of events found via inspection, function testing, and periodic maintenance
from 2017 to 2022. Piping/tubing events were foundstly via inspectionApart from
accumulatorsexternal leakf thesecomponentswvere foundmost often duringnot-in-
operationfunction testing44.3percentfrom 2017 to 202), pressure testingnspection and
casual observatio External leaks on accumulators wefiind most frequently during

inspection.

Root Causes of Events

While most events from 2017 to 2@2(46.6percent) wereattributed to wear and tear, tb
percentageciting wear and teadecreasedachyear, reaching a low 029.3percent in 2021
(seeTable7). However, in 2022, the percentage increased slightly to 32.6 perédigr wear
and tear, the most common root causeser the six-year periodhave beerdesign issue and

maintenance errarFrom 2021 to 2022, procedural errancreased from 16.7 to 25.6 percent
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and reports without a root causéstedincreased for the first time, from 0.3 percent in 2021 to
4.3 percent in 2022Most of the reports without a root cause were from neaw participants,

suggesting that additional trainiag reportingmaybe needed

Table 7: Root Causes of Subsea System Events, 201762022

REPORTED ROOT 2017 2018 2019 2020 2021 2022 Total

CAUSE (n=1,301) (n=1,128) (n=908) (n=614) (n=365) (n=438) (n=4,754)
Design Issue 11.0% 17.6% 19.7% 19.9% 12.6% 7.3% 15.2%

QA/QC Manufacturing 5.9% 12.2% 6.3% 5.7% 6.6% 5.5% 7.5%
Maintenance Errqr 11.8% 9.3% 12.2% 13.0% 20.3% 13.9% 12.3%

Procedural Errof 2.2% 3.8% 13.2% 13.4% 16.7% 25.6% 9.4%

Documentation Erro 0.4% 0.7% 0.1% 11.6% 5.2% 0.7% 2.3%
Wear and Teaf 57.6% 52.9% 45.0% 33.7% 29.3% 32.6% 46.6%

Other| 0.5% 0.4% 0.1% 0.3% 0.3% 0.0% 0.3%

NOT DETERMINED

Inconclusive  0.2% 0.0% 0.3% 0.0% 0.3% 0.2% 0.1%

Assessment Pendihg 7.2% 2.7% 2.8% 2.3% 8.5% 9.8% 5.0%
Not Reported, 3.2% 0.3% 0.2% 0.2% 0.3% 4.3% 1.4%
100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

SOURCE: U.S. DOT, BTS, SafeO®sogram

Regardéhgthe high proportion of wear and tear relative to other root causégtailedreview

of notificationsindicateghat the submitted information does not always provide adequate or
meaningful support for the reported root caus&dditionally depending on th©EM-
designatediesign life of a component, wear and tear may be more acceptable for certain events
than othess. This is an area for further evaluation

Wear and tearwas alsdhe top root cause for failures ofrequently reported componeist
from 2017 to 202, listed inTable8. In addition to wear and teacommonly reported root
causes for each component inclubiéesign issue for regulatarslide (sheaseal) valvesnd
accumulatorsandmaintenance error and Q®C manufacturing for piping/tubin§upporting

information for failuresttributed to design issue has been infrequent.
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Table 8: Root Causes of Frequent ly Reported Components for Subsea Systems , 201762022

NOT DETERMINED

0.0%
2.7%
1.1%

0.0%
0.8%
0.8%

0.0%
3.6%
2.5%

0.0%
2.7%
0.0%

0.0%
0.3%
1.0%

0.0%
1.2%
0.4%

Solenoid
REPORTED ROOT Slide (Shear- " .
Regulator Valve SPM Valve Shuttle Valve Piping/Tubing Accumulator
CAUSE _ SEEWRVEUYE
Hydraulic
Design Issue  22.3% 1.6% 6.4% 16.9% 4.7% 6.6% 19.0%
QA/QC Manufacturin 3.8% 2.7% 3.6% 4.3% 2.0% 19.3% 3.4%
Maintenance Errgr 9.9% 15.4% 17.7% 8.0% 18.8% 20.2% 6.1%
Procedural Erro| 16.7% 13.6% 2.5% 13.0% 18.8% 2.9% 11.2%
Documentation Erro 9.9% 6.6% 1.1% 4.7% 0.0% 0.0% 0.0%
Wear and Teal 33.2% 58.2% 61.6% 50.5% 54.0% 48.1% 57.0%
Other 0.4% 0.3% 1.1% 0.0% 0.3% 0.8% 0.6%

0.0%
2.8%
0.0%

SOURCE: U.S. DOT, BTS, SafeO®3ogram

Wear and tear continues to bthe predominanly reportedroot causefor 2022 eventspartially

due to the difficulty of the varying environments under which components are subject as
compared t o ma n u f aest$. uUEQuBpMENS owrters ntay custbnezd thdir
maintenance plans for a component based on their field experiencetiatrcomponentor in
accordance with API S53 7.6.9.4, which stabe®-spgcific procedures shall be developed for
the installation, operatio, and maintenance of BOPs for the specific well and environmental

conditions 6

Consequential Components

In addition to examiningrequently reported componengvents it is also useful to examine
infrequentcomponentevents that may have higher potentansequencesuch as failures of
the wellhead connectoor LMRPconnector(sometimes referred to as a riser connector)
which connect and seal the BOP stack to the wellhead! the LMRP to the lower stack,

respectively

Since 2017, there have bed events associated with the wellhead connecibwelve of these
eventswere a failure of the operating system ss@@hree in 2022) nine were related to
accessoriesuch asndicatorrods, nudge pins and gasket retainefdl of these events were

detected notin-operation andhone compromisedwellbore integrity.
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From 2017 to 2022, there have been 16 events associated withMi@Pconnector;eight of
these events involved an operating system fealr in 2022) and st events were related to
accessories. Fifteen of these events were detected not in operation. The one event which
occurred in operation was a leak observed by the ROV from tiMRPconnector toriser
mandrel interface, resulting in an unpiad stack pull. Investigation found a flake of paint
trapped on the ring gasket between the LMRP and the lower BOP stdukh had causethe

leak.

Not -in-Operation Events

Events occurringvhile not in operation, when the equipment is being maintained, inspected, or
tested (MIT) before or afteroperations have lower safety and environmental risk than
operation eventsHowever, events occurring nah operation are important to consider, as

they may povideinsight on the prevention of the same or similar events occurrirg in
operation.From 2017 t02022 89.7 percent ofsubsea systemventswere detectedwhile not

in operation As discussed in more detail in Appendixthe phases ofiot-in-operation MT
includebetweenwells maintenancegre-deployment testing, deployment testing, and initial
subsea testingsometimes referred to as initial latalp testing) Most not-in-operationfailures

are found during thdirst two phaseswhile the BOP stack is on deckhe following discussion

focuses on the latter two phasgafter the BOP stack has begun deployment

1 Deployment TestifAduis phase is after prdeployment testing while the BOP is being
deployed to the wellhead. System mitworing and testing are conducted throughout this
process

1 InitialSubsedestingThis is the final phasaf not-in-operation MITand is similar tqre-
deployment testing, but with the added element of hydrostatic pressure due to
operational depththe dfects of whichcannot be checked or verified until the BOP
stack is at operating deptfhis testing confirms wellbore integritfhe BOP stack must

pass all initial latebp testing before going into operation.

These final testing periods are the firgbmortunity for testing the assembled system and finding
failures after general MIT has been completed, but beforéBfd®@ stack is inoperation.The

BOP and BOP control systems are considered properly testelg when they are fully
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assembled in the configation that will be used while constructing the well. This means that
until theinitial subseatesting is complete, then MIT is not finishéfda failure is found during
deployment or initiasubsedesting, the operator may be able to make repairs (gsan ROV,
or if the component is accessible on deck), or continue operations without rephile still
ensuringsafe operations. Without repair, redundancy, or a management of change (MOC)
waiver, the BOP stack must be retrieved to repair the compon&strievalsare not
consideredBOPstack pullssince the BORtackhas not yet gone into operation, the well is
not open and therefore does not need to be madafe before retrieving the BOP stadka
component failure is not identifieduring the lastwo phases of testingt could result in a BOP

stack pull instead of a retrieval.

Of 1,056BOPstack runs between 2017 and 20211 were successful, meaning the BOP stack
passed initiadubsedesting and went into operation. Of the4b BOPstack runs that were
unsuccessful, meaning that tB®P stack needed to be retrieved and go through testing again
before operations could commenc@7 retrievals were the result of a reported subsegstem
component failure(Other circumstances, such as weather events, may also leBO®Rstack
retrievals.)As shown inTable9, from 2017 to 202, 260 events were identified during the last

two phases of testind,23 of which resulted in a retrieval (in some cases, multiple failures were

associated with a single  Taple 9: Retrievals and Events During the Last Two Phases
retrieval). In the of Testing, 2017 82022

remaining cases, repair
Events during Events during

was accomplished Measure Deployment Initial Subsea Total

without a BOP stack fesing festing
) } Stack Retrievals 37 60 97
retrieval or operations Total Events 113 147 260
continued without Operations Continued without Repail 16 19 35
repair (under Component Bepéired (in situ) . 46 56 102
Events Contributing to Stack Retrieval 51 72 123

redundancy or an MOC
SOURCE: U.S. DOT, BTS, SafeOCS Program.

waiver, for example)

Table10 liststhe WCE systemsubunits involved ifeilure ezents that occurred during
deployment or initial subsea testifgost occurred on the BORcontrols and BOPstack, and a

stack retrieval was required fgust under half of theeventsinvolvingthese sibunits Of note,
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the choke manifold and diverter systerae accessible on deck, and therefore failures
associated with these subunits generally would not require retrievilleoBOP stack to

addresgqwith limited exceptions).

Table 10: Events During the Last Two Phases of Testing (by Subunit) 201762022

Events during Deployment Testing Events during Initial Subsea Testing
Operations c " Events Operations . ‘ Events
; omponen omponen
Subunit Continued x : Contributing ~ Continued £ i Contributing ~ 'otal
. Repaired . Repaired
without . to Stack without . to Stack
. (in situ) . . (in situ) .
Repair Retrieval Repair Retrieval
Auxiliary Equipment 2 2
BOP Controls 14 25 31 8 9 33 120
BOP Controls Emergency Automated Functipns 1 7 3 9 20
BOP Controls Secondary ROV Acoustic 4 8 12
BOP Stack 4 12 4 22 42
Choke Manifold System 3 21 24
Diverter System 10 13 23
Riser System 3 1 4

SOURCE: U.S. DOT, BTS, SafeOCS Program.

From 2017 to 202, 69 different types of components failehliring deploymenbr initial subsea
testing Tablel1l liststhe subset of component types thakperiencedat least five failures
during these phase&or most of these componentsgdundancy can allow operations to
continue without repair or the component can be repaired without retrievi@r some
component types, such as choke anddqierator hardware all eventduring these pases

resulted in aBBOPstack retrieval

Thoughmost systems and components can be thoroughly tested prior to the last two testing
phases, some systems and components can be only partially tested, as they are not physically
connected to the system or exposed to the full effects of hydrostatic pressatiéthe BOP

stack is latched to the wellhead. These include the riser system, telescopic joint, stack mounted
electrical equipmentand the wellheadonnector'’ Thirty-sevenof the 260total events(14.2
percent)found during the last two phases of testing involved these syst28railures on the

BOP control pod,10 failures of the stack mounted electrical equipmeoarte on the telescopic

joint, one on the wellhead connectoandone failure on the risersystem The remaining23

7 Sack mounted electrical equipment components incliRiBOFcables, pressure temperature sensgrelectrical
connectors, inclinometes, riser control boxes cable, andpressure transducer.
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eventsfound during deployment anditial subsea testing involved components subject to

thorough testing on deck beforBOP stack deployment.

Table 11: Events During the Last Two Phases of Testing (by Component ) 201782022

Events during Deployment Testing Events during Initial Subsea Testing
Operations Events Operations Events
Component Continued Compo‘nent Contributing ~ Continued Compo‘nent Contributing ~ Total
without R'epélred to Stack without R'epaTlred to Stack
Repair (in situ) Retrieval Repair (in situ) Retrieval
Hardware 1 19 20
SPM Valve 4 5 S 2 7 19
Regulator 5 2 5 6 18
Ram Block Seal 2 8 10
Slide Shear Seal Valve 1 3 2 2 2 10
Electrical Connector 2 1 1 9
Pressure Transducer 2 4 2 8
Pressure Gauge 1 6 7
Choke and Kill Valve 2 2 1 7
Piping Tubing 1 2 3 6
Choke and Kill Operator Hardwarp 6 6
Subsea Electronic Assembly (SEPR) 4 1 1 6
Flowline Seal 2 3 5
Ball Valve 1 4 5
Pilot Operated Check Valve 1 5
Locking Device 1 1 5
Metering Needle Valve 1 2 5
Other components 4 29 26 4 19 27 109

NOTE : Components with fewer than five failures excluded.
SOURCE: U.S. DOT, BTS, SafeOCS Program.

In-Operation Events Including BOP Stack Pulls

From2017to 2022, a total of489in-operation evzentswere reported for subsea WCE systems
including 3 subseadBOP stack pullsAn additionalive subsea BOBtack pulls were identified in
WAR data.When adjusted foithe level of activityan average af5.6events occurred per
thousand iroperation BOP days over theix-year period reaching dow of 108 events per
thousand iroperation BOP days in 202Both the inoperation activity level and number ofin

operation events increased in 2022 to just undiee 2020 level.

Tablel12 shows the equipmenhvolved inevents leading to subs&OP stack pulls from 2017

to 2022, as well as the total number of-mperation eventgor those component combinations.
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Of the 22 different componentypes associated with subs&DP stack pullfone component
type is unknown from a stack pull identified in WAR dafaiping/tubindhas beerassociated
with the moststack pull eventgsever). SPM valvesnnularpacking elementsam block seals,
operating system sealand flex looghosehavebeenassociated witlat least twoBOP stack
pullseachsince 2017a total of 16, as shown ifable12). The remaining componertypes

have beerassociated with on8OP stack pull each since 2017.

A c omp o n e n and fnctiomvithan the BORP system mawnfluence thdikelihoodthat
anin-operation eventresults ina BOPstack pull. For examplef 19 in-operationram block

seal failuresn the pipe ram preventemwhich must be tested every seven daysee led to a
BOPstack pull(15.8 percent)compared tothe solein-operationeventresultingin aBOP stack

pull for the ram block seabn the shear ram preventewhich is only required to be functioned
every 21 dayd.ess use can equate to longer life, subject to other variables. In another example,
eachof the reported in-operationpiping/tubing failures on the emergency automated systems

led to stack pulls, while less than half of those on other systems led to stack pulls.

External leaksvere the most frequentfailure typeamongBOP stack pull events, attributed to
60.0percent from 2017 to 202. Design issue was the most frequently reported root cause,
cited for eight events. Foelevenevents, no definitive root cause was listdthe fivesubsea

stack pulls that occurred in 2022 adescussed further below:

1 A pod receptacleexperiencedan adjustment issue that caused five pod packers to
leak.

1 A ramblock sed on the lower pipe ram preventer failed to hold pressure.
A ring gasket on theiser connectorbetweenthe BOP and LMR®asfound to have
leaked Inspection revealed paintchipbetween the gasket and the gasket sealing
area

1 Increased pump cycle time troubleshooting revealed a élangdeakingon the
piping/tubing on thehear accumulator circuiDuring nspection aro-ring was found
damaged.

1 An additionalstack pullidentified in WARdata,wasdue to leak onthe

autoshear/deadman circuit. No further details were available.
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Table 12: Component Combinations of Subsea BOP Stack Pulls, 201732022

2017-2022
Subunit Component In-Operation Stack
Events Pulls
SPM Valve 19 2
Piping/Tubing 6 2
Interconnect Cable 1 1
BOP Control Pod
Cylinder 3 1
Check Valve 2 1
BOP Controls Pod Receptacle 5 1
Piping/Tubing 5 2
BOP Controls Stack |Shuttle Valve 2 1
Mounted Electrical Connector 1 1
Hose 11 1
Reels Hoses Cables |[MUX Cable 1
BOP Controls Piping/Tubing 3
Autoshear Deadman
Emergency Automate SPM Valve 1
. EHBS ——
Functions Timing Circuit 1
Packing Element 10 4
Annular Preventer _
Operating System 6 2
) Ram Block Seal 19 3
Pipe Ram Preventer
Bonnet Face Seal 1 1
Riser Connector Ring Gasket 1 1
BOP Stack
Ram Block Seal 1 1
Shear Ram Prevente|Ram Block Hardware 1 1
Bonnet Operating 6 2
Stack Choke and Kill|Flex Loop/Hose 3 2
System Choke and Kill Valve 4 1
Riser Choke and Kill Line 1 1
Riser System Integrated Riser JoinfUnknown 1 1
Telescopic Joint Packer 6 1
Total 124 40
NOTE S:
Each of theBOPstack pulls identified only in WAR are included in this table as bd&®R& stack pull and an ioperation
event.

The component labeled unknowepresents e8OPstack pll eventidentified in WAR data
SOURCE: U.S. DOT, BTS, SafeOCS Program.
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Investigation and Analysis

SafeOCS categorizes investigation and failure analysis (I&A) into three levels: cause immediately
known (performed by the rig subsea engineer), subjectenaxpert (SME) review (performed

by more than one subsea engineer), and root cause failure analysis (RCFA) (carrgctioait
OEMandbr a qualified thirdparty)® For most events, the root cause is immediately known

through visual inspection, and the component can be disposed of, repaired, or replaced. For the

remaining events, further investigatioredpectedto determine the root cause.

Table13 summarizes the findings f@B I&Asthat included recommended preventive actions
and wereassociated witl2022events(each row may represent more than en&A). Thel&As
includethree formal RCFAspne SME review, and the remaindeere for events with
immediately known causeslost of theevents represented ifable13 occurred while not in
operation (46 of 51 events in2022. Eachrow also shows he total reported events from 2017
to 2022associated with that component issuéhe reported causes for the fareswere design
issue(four I&As), QA/QC manufacturingtbree), proceduralerror ( three), wear and tear

(three), andmaintenance errortnvo).

Row eightrepresents events associated with nickel leachiog the use of demineralized
water in BOP control fluid systemslickel leaching eventseclinedfrom 2020 to 2021 and

remained at a similar level in 2022.

18 For 1&As at the SME review level, the SMEs referred to are those who performed the investigation and are
employed in the industry. The term does not refer to SMEs retained by SafeOCS.
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Table 13: Findings from I&As for Subsea System Events, 2022

REPORTED
ROOT

CAUSE

ROOT CAUSE DETAILS

A choke and kill valve operator seal failed due a ro|

RECOMMENDED PREVENTIVE ACTION

The equipment owner will continue to update

TOTAL
EVENTS
SINCE
2017

2022
EVENTS

1 |Design Issue . . i i i . 9 1
o-ring more than five years after installation. components with the latest OEM seal design (T-seq
. . . Hydrostatic sensors are currently tested as per the
The design allowed debris to cause inaccurate . .
. o equipment owner's pre-deployment checklist, and
2 |Design Issue |indication on three pressure transducers on the k X 3 3
) will now also be tested as part of post-retrieval
same rig on the same day. .
checklist.
The failure of two pilot operated check valves
(POCV) prevented operation of six choke and Kkill ) .
. . . The equipment owner to install upgraded POCV
3 |Design Issue |valves. The investigation concluded that both a de| K K 2 2
. K X conversion Kit.
issue and wear and tear contributed to the failures
15 months after installation.
. A riser running tool recently rebuilt by the OEM ha{OEM to make design changes to the seals and weg
4 |Design Issue | i s i 1 1
paint chips bridging the seal and causing leakage./band.
5 QA/QC Xylan coating flaking off caused damage to the risfOEM to improve QA/QC process to address the Xyl 1 1
Manufacturin¢connector seal. coating flaking off.
. X The equipment owner updated their testing plans tq
QA/QC A diverter valve actuator leaked internally two wee i i X i
6 . . . function these valves more times when first receive 1 1
Manufacturingafter installation. . . i
to ensure that they do not fail during operations.
A scored rod, loose parts, and damaged operating| . . i
) OEM engineering is updating the bonnet assembly
QA/QC seal were found in the shear ram preventer operat| L . !
7 ) . . ) procedure to require in-house checking of the retain 1 1
Manufacturin¢during soak testing less than 30 days after installa| . L
) ring and adjusting as necessary.
due to incorrect assembly.
Leaks of the shear-seal plates in pressure regulatg
and solenoid valves were reported as showing sig|Re-mineralizers are in the process of being recalibr:
e Procedural |of nickel binder leaching. Nickel leaching is the regby the equipment owner to bring the hardness up tq e s
Error of the use of demineralized water in the BOP contiOEM Specs.
fluid on Tungsten-Carbide seal plates that use a
nickel binder.
o The equipment owner's procedures were changed {
Procedural |Corrosion inside accumulators caused the bladder. . K
9 . X . |include bore-scoping accumulator bottles during the 12 12
Error be punctured in less than one year after installatio . . . . . .
rebuild process to identify any issues with corrosion
- dural The RCFA concluded that the upper blind shear rgOEM to issue a formal communication requesting tk
rocedural
10 S failed to seal after being opened under differential [customers avoid opening the rams under differentig 3 3
o
pressure. pressure.
1 Wear and An obsolete plastic cap designed compensated |Equipment owner replaced subsea compensator wi 13 1
Tear chamber of unknown age leaked externally. a new style that has a metal cap.
Annular operating system seal leaked internally af{ . . . .
Wear and X i i Rig owner will have a discussion with rig crew on hq
12 two years. Seals being rolled during previous 1 1
Tear . o to properly overhaul the annular.
assembly was also cited as a contributing factor.
Though the equipment lasted nearly 5 years and wg
After 4.9 years, wear and tear caused severe dam 9 aulp Y y.
Wear and . . and tear was the cause, an ugraded design was
13 to a wellhead connector operating piston seal and . . 1 1
Tear X available, so the owner replaced the worn seal with
backup rings. .
the upgraded design (T-seal).
Maintenance . The equipment owner measured all of the SPM cap|
14 An SPM valve was assembled incorrectly. . 1 1
Error ensure no other SPM's were incorrectly assembled.|
15 Maintenance [Seawater ingress lead to piston corrosion, which |The equipment owner's maintenance routine will be 1 1
Error caused a regulator seal failure. changed to 360 days to prevent this issue in the fut
SOURCE: U.S. DOT, BTS, SafeOCS Program.
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CHAPTER 3:SURFACE WCE SYSTEM EVENTS

From 2017 to 202, 380 Table 14: Surface System Numbers at a Glance, 2017 82022
surface WCE system events
0 0 0 0
were reported to SafeOCS, ASUR 0
ota Average
averagin@3.3events per year
hown ifTable14. Th WELLS
as shown infablel4. 1he Wells with Activity| 139 | 716 160.2
number ofeventswas about Wells Spuddeq 62 387 64.5
. . RIGS
the samdan 202 as in 2021 R —
Rigs with Activity] 19 41 25.0
but surface system reporting Rigs with Reported Evenfs 11 32 13.3
hasgenerally followd a OFERATOIRE
Active Operators| 16 29 18.2
downward trendover the Reporting Operators| 6 12 8.2
five'year period(see BOP DAYS
] Total BOP Dayy 4,322| 31,200 5,200
AppendixC Table24). Not-in-Operation BOP Dayd 1,259 8,645 1,441
Adjusting for well activity In-Operation BOP Day$ 3,064 | 22,555 3,759
levelsthe event rate declined COMPONENT EVENTS
’ Total Events Reported 43 376 62.7
55.4percent from 2017 to Overall Event Rat¢ 9.9 12.1 11.8
202 Not-in-Operation Eventd 15 181 30.2
' Not-in-Operation Event Rat¢ 11.9 20.9 19.9
) Not-in-Operation Events per Wel| 0.1 0.3 0.2
Bvents were relatlvely evenly In-Operation Eventg 28 195 32.5
split between operationa| In-Operation Event Ratg 9.1 8.6 8.7
statesduring thesixvear In-Operation Events per Well 0.2 0.3 0.2
9 y BOP STACK MOVEMENTS
period, with 51.3percentof Total Stack Start§ 152 1,080 180.0
surface system events Successful Starfs 144 1,015 169.2
Stack Pull§ 14* 96 16.0
detected while in operation LOC EVENTS
and48.7percentwhile not in Loss of Containment Evenfs 0 0 NA
operation. Due to greater KEY: In-operation Not-in-operation
NOTE S:
accessibility of equipmenn - Eventrate is the number of events thatcurredper 1,000 BOP days.
- The 201822 totals for rigs, operators, and wells with activity measures represent
surface systems as Compared number of unique entities.
* Includes som&OPstack pulls identified in WAR able2 provides countsThese are
to subsea systems not included inTotal Events Reported

components are often not SOURCE: U.S. DOT, BTS, SafeO®®ogram

changed out until an issue
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occurs, even if that is during operati®T his results in a higher percentage of failures seen
while in operation as compared to subsea systefserall,96 BOPstack pullsvere recorded
from 2017 to 2022. About 9.5 percent of successful surface BOP stack starseaning the
BOPstack wasassembled on the wellhead and went into operaficeventually led to 8OP

stack pullduringthe six-year period

Event Reporting Figure 6: Reporting and Activity Levels for Surface Systems, 2017 622

40
Levels —e— Rigs with Activity

35 - o== Rigs with Reported Events
== Active Operators

As Shown inFigurEG, == o= Reporting Operators

30
changes in the

25
number of active

. 20

operators and active

15
rigs are generally

10

greaterfrom year to

year than

0
correspording 2017 2018 2019 2020 2021 2022
changes to the SOURCE: U.S. DOT, BTS, SafeO®8ogram.

number ofreporting

operators and rigsvith reported eventsThe direction of change from year to year is mostly
consistentbetween active and reportingperators and rigs, except for differing directions of
changdrom 2017 to 2018 foroperators and 2018 to 2019 for rigs. This suggests that other
factors in addition to activity levels may contribute to changes in event repottrig22,
active operators, rigs with activity, and rigs with reported events all increased, while the

numberof reporting operators decreased.

Frequently Reported Components

From 2017 to 202, 49different componentsvere reported as having failed on surfa@éCE
systemsThe most frequently reportedomponentswere packing elementsam block seals,
accumulatorsgate valve hardwarehoke and kill valvegieneral hardwareand regulatorseach
contributing atleast 5.Qpercentof events and together comprigirb6.1percent ofall surface

systemevents.
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Figure? illustrates eaclmeportedc o mponent 6 s p e rowertheseygaepermd event s
comparedd o t hat componentds percent agasurtaéBOPhe typ
stack.The orange (not in operation) and blue (in operation) stacked bars together show the

componentds percentage of total subsea events

c 0 mp o nperoentégenf the typical componenpopulation.

All else being equal, one cokxpe¢a component ds percentage of eV
with its percentage of the populatiphowever, as shown on the figure, that is not the case for

most components? A ratio less than 1.0 indicates that this component experienced a lower

percentage of failures compared to its percentage of the population. For surface systems, very

few components have a failure ratio less than one, which can potentially be influenced by a long
service life expectancy for those components. As showhRigure7, valve gate/seat, ram cavity,

and pressure switches are such examples.

A failure ratio greater than 1.0 indicates that other factors are influencing the number of failures
(e.g, frequency of use, circuit complexity, operating environment, and installation a
maintenance practicedfacking elements, ram block seals, and choke and kill \eeashad a
failure ratig® greater than 1.0, meaning they had a disproportionately high number of reports as
compared to their population, relative to other componenk$ardware and regulators are also

two components with high failure ratiohe following provides a brief discussiohselected

components

1 Annular ackingelements and ram block sédis:frequency of failurdor these
component typesnay be partially explained by the fact they are consumable seal types
whichare easily accessible even during operaidimerefore, they areften run until
they do not pass a test, rather than being moreactively replaced.
1 AccumulatorAccumulators orsurfacesystemsare located ordeckwhere they are
easily accefldle, andsimilar to subsea systems, regulatrequiresthat they are

arranged in banks where no one bank can contain more &t percenbof the total

19 Componentestimates are provided in the SafeOCS supplem&@E Estimated System Component Counts
published separately

XRato=acomponentds percent coofmpfoanielnutrdess pdeirvciednetd obfy tthheatp op
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accumulator system capacfttyThis allows for one bank of accumulators at a time to be
isolated for maintenance. Accumulator bladders can therefore beadailure and

replaced individually as required without risk to the system.

Figure 7: Surface System Component Failures Relativeto  Component Population, 2017 -22

Gate Valve I — 0.7

Packing Element I — 35.4

Ram Block Seal 14.4
Accumulator R 1.8
Choke and Kill Valve s 6.2
Regulator Fimmmmm— 74
Bonnet Face Seal s 5.6
Operating System Seal [ ——— 4.2
Control Valve mnmmmmmm 3.2

Inside BOP s 12.4
Pump o 74
Hardware 0.7
Bonnet Operating Seal o 34
Relief Valve 2.8
Instrumentation Wl 2.1
Auto Choke Valve 74
C/K Valve Operator Seal 1.9
Ram Cavity W 0.8
Hydraulic Gate Valve Actuator B Percent of Population —I.O
Auto Choke Actuator B m Percent of Component's Failures, Not-in-Operation _4,9
Pressure Switch M H Percent of Component's Failures, In-Operation —0.4
Packer m _4.9
Ball Valve M 0.2
Locking Device W 0.2

0% 5% 10% 15% 20% 25%

NOTE : Components with 0.5 percertr lessof failures are excluded and total 6.7 percentdifsurface systerailures

Pipindtubing .3 percent of failures)s not represented in the tablas it doesnot have an estimated population averagailure

ratio, shown in righthand column, represethec o mponent 6s percent of failures divided
population.

SOURCE: U.S. DOT, BTS, SafeOCS Program.

2L AP| Standard 53 (4th ed.), incorporated by reference at 30 CFR 250.198.
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Failure Types

Smilar to subseaystemsmost events from 2017 to 2@2on surface systemsere a type of
leak, comprisin@1.7percent of eventgTable15). However,in contrast to subsea systems,
internal leakavere more commonthan external leaksn surface systemsver the sixyear

period. Thisis due to thedisparity in population andature of the componers asthe control

valves used on surface systems are cldsgdraulic whereas those on subsea systems are vent

to-atmosphere.

Table 15: Failure Types of Surface System Events, 20 1782022

2017 2018 2019 2020 2021 2022 Total
(n=110) (n=69) (n=87) (n=21) (n=46) (n=43) (n=376)

FAILURE TYPE

LEAKS

External Lea
Internal Leak 49.1%

Communication / Signal Isque 0.0% 2.9% 3.4% 0.0% 0.0% 0.0% 1.3%

Electrical Issue 0.0% 2.9% 0.0% 4.8% 0.0% 0.0% 0.8%

Fail to Function on Command 2.7% 2.9% 4.6% 4.8% 4.3% 4.7% 3.2%
Inaccurate Indicatign 0.0% 0.0% 1.1% 0.0% 0.0% 0.0% 0.3%
Mechanical Issfie 14.5% 2.9% 6.9% 9.5% 4.3% 4.7% 8.0%

Process Issye 2.7% 4.3% 3.4% 0.0% 2.2% 4.7% 3.7%

Unintended Operation 0.0% 0.0% 0.0% 4.8% 0.0% 0.0% 0.3%

Other| 0.0% 0.0% 1.1% 0.0% 2.2% 2.3% 0.8%
100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%

SOURCE: U.S. DOT, BTS, SafeOCS Program.

Componenttypes with the most internal leaks from 2017 to 2BDihcludeannularpacking
elements, ram block seals, and gate valve hardwzammponent types with the most external
leaksinclude accumulators, bonnet face seals, regulators, and bonnet operatindg-seatoke
and kill valveshe most frequent failure tymeareboth internal and external leaks, and for

hardware, the most frequérfailure types are internal leaks and mechanical issues.
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Detection Methods

Most surface systertfeaksfrom 2017 to 202 (51.3percen) were detected through pressure
testing with a similar distribution of detection method=setween inoperation and notin-
operation eventsAs shown inTable16, an anomalous year to this trend was 2020, where only
14.3 percent of events were found via pressure testf¢pw number of reportswere received
that year overall. Interestingly, in 202%;ents were found by the lowest variety of detection
methods four) since 2017, with event®undonly via pressure testing, function testing, casual
observation, and inspectioRor the most frequently reported componentte majority of

events were foundhrough pressure testingypart from accumulaterand regulatorswhich

were identified most frequently through casual observation and inspection.

Table 16: Detection Methods for Surface System Events, 201782022

2017 2018 2019 2020 2021 2022
DETECTION METHOD

(n=110) (n=69) (n=87) (n=21) (n=46) (n=43)

Casual Observatign 14.5% 7.2% 11.5% 33.3% 13.0% 16.3% | 13.6%

Continuous Condition Monitoring 11.8% 5.8% 3.4% 4.8% 4.3% 0.0% 6.1%
On Demand 1.8% 0.0% 0.0% 0.0% 4.3% 0.0% 1.1%

Periodic Condition Monitoring 1.8% 0.0% 1.1% 4.8% 0.0% 0.0% 1.1%
Corrective Maintenande 0.0% 0.0% 4.6% 0.0% 0.0% 0.0% 1.1%

Periodic Maintenange 0.0% 0.0% 4.6% 9.5% 0.0% 0.0% 1.6%

Inspection 4.5% 7.2% 16.1% 9.5% 8.7% 7.0% 8.8%

Function Testing 10.9% 15.9% 13.8% 23.8% 19.6% 20.9% | 15.4%

Pressure Testing 54.5% 63.8% 44.8% 14.3% 50.0% 55.8% 51.3%

SNV [

SOURCE: U.S. DOTBTS, SafeOCS Program.

Root Causes of Events

As with subsea systemsiost surface system events from 2017 to 2qQB1.2percent) were
attributed to wear and tearAs shown inTablel7, the percentag®f surfacesystemevents
attributed to wear and teaincreased in more recentears.Detailed review of notifications
indicates thatsimilar tosubsea eventshe submitted mformation does not always provide
adequate support for a root cause of wear and te&dditionally, it may be difficult to know the
details of wear and tear cases on surface system@/@8 components such as annular

preventers are often sent to shore fonajor maintenance
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REPORTED ROOT

CAUSE

2017
(n=110)

100.0%

2018
(n=69)

100.0%

2019
(n=87)

100.0%

2020

(n=21)

100.0%

Table 17: Root Causes of Surface System Events, 201762022

2021

(n=46)

100.0%

2022

(n=43)

Design Issue 3.6% 7.2% 2.3% 0.0% 0.0% 7.0%

QA/QC Manufacturing 3.6% 4.3% 5.7% 0.0% 6.5% 4.7%
Maintenance Errdqr 2.7% 7.2% 14.9% 0.0% 0.0% 2.3%
Procedural Errof 1.8% 1.4% 3.4% 0.0% 2.2% 0.0%
Wear and Teaf 48.2%  58.0%  48.3% 90.5% 89.1% 81.4%

Other| 7.3% 1.4% 4.6% 9.5% 0.0% 0.0%

Inconclusive 0.9% 1.4% 2.3% 0.0% 0.0% 0.0%
Assessment Pendifhg 5.5% 8.7% 2.3% 0.0% 2.2% 4.7%
Not Reported] 26.4% 10.1% 16.1% 0.0% 0.0% 0.0%

100.0%

Total

(n=337)

3.7%
4.5%
5.9%
1.9%

61.2%

4.0%

1.1%

4.5%

13.3%
100.0%

SOURCE: U.S. DOT, BTS, SafeOCS Program.

Wear and tear was also the top root causer failures of frequently reported components
from 2017 to 202, shown inTable18. In addition to wearand tear,commonly reported root
causedor component eventsnclude maintenance error fatlam block sealand design issue
for accumulatorsAs with subsea, supportingformation for failuresattributed to design issue

has been infrequent.

, 201762022

Table 18: Root Causes of Frequently Reported Components for Surface Systems

REPORTED ROOT Packing Ram Block Choke and Gate Valve
CAUSE Element Accumulator Seal Kill Valve Regulator Hardware Hardware
Design Issue 4.7% 14.7% 2.9% 0.0% 0.0% 0.0% 4.8%
QA/QC Manufacturing 2.3% 0.0% 5.9% 3.2% 4.0% 0.0% 4.8%
Maintenance Errdr 2.3% 2.9% 29.4% 3.2% 8.0% 0.0% 4.8%
Procedural Erro 0.0% 2.9% 0.0% 0.0% 0.0% 0.0% 0.0%
Wear and Tea| 69.8% 64.7% 47.1% 41.9% 60.0% 95.7% 76.2%
Other 2.3% 0.0% 0.0% 12.9% 8.0% 0.0% 0.0%
NOT DETERMINED
Inconclusive 0.0% 0.0% 0.0% 3.2% 4.0% 0.0% 4.8%
Assessment Pendipg 4.7% 11.8% 2.9% 0.0% 0.0% 4.3% 0.0%
Not Reported| 14.0% 2.9% 11.8% 35.5% 16.0% 0.0% 4.8%

SOURCE: U.S. DOT, BTS, SafeOCS Program.
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In-Operation Events Including BOP Stack Pulls

From 2017 to 202, a total of195in-operation events were reported fosurfaceWCE
systems, including0 BOP stack pulls. An addition&6 BOP stack pulls were identified in WAR
data. When adjusted for the level of activity, arerage 08.7 events occurred per thousand-in

operation BOP days over thgix-year period.

Table19 shows the equipmenhvolvea in events leading to staceBOP stack pulls from 2017

to 2022, as well as the total number of-mperation events for those component combinations.
Of the 12 different componentypes associated with staceBOP stack pullsannularpacking
elementshave beerassociated with the mos#Q), followed by mmblock sealg15), operating
system sealésever), and bonnet operating sealsiX). The similarities in the numbers of total
in-operation events as compared BOP stack pulls for many component combinations means

that the failed componenteeded to be repaired or replaced.

Each of the events involving annular packing elements failing to hold pressuaa (néernal
leak) was observed during a perio@OP stack test designed to confirm the BOP goune nt 0 s
integrity. The data suggests that surface system operators often replace annular packing

elements only after they have failed a pressure test.

From 2017 to 202, 87 BOPstack pullsnvolveda type of leakincludingB5 of the 36 identified
in WAR data For the 60 BOP stack pulls reported to SafeOCfBom 2017 to 202, 36 cited a
root cause ofwear and tearOf the remaining 2, 13 either did not cite aroot cause or
selectedd ot h ean d daésériptionsuth asxdamage from ram blodor dbad elementd
The remaining 10 listed a variety of root causes suc® A8QC manufacturingr design issue
For the BOPstack pulls identified in WAR datdyére is typically insufficient detail available to

discern the root cause

In 2022, six surfaceBOPstack pulls were reported to SafeOCS and an additioeayht surface
BOPstack pulls were identified in WARata These included sevdailures ofannularpacking
elements on the annular preventdour failures of bonnet operating seasbonnet face seals
on the pipe ram preventer, andwo failures of a ram block seand one of ram block hardware

on the shear ram preventeMost of these failures involved leaks.
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Table 19: Component Combinations of Surface BOP Stack Pulls, 2017 62022

2017-2022
Component In-Operation Stack
Events Pulls
Central Control Console 1 1
BOP Control Panel
Instrumentation 2 1
BOP Controls Regulator 2 1
HPU Mix System -
Selector Manipulator Valve 6 2
Surface Control SystemRegulator 9 2
Hardware_all other Mechanical Elements 1 1
Annular Preventer Operating System Seal 9 7
Packing Element 53 49
Bonnet Face Seal 5 3
: Bonnet Operating Seal 2 2
Pipe Ram Preventer
Bonnet Seal 1 1
BOP Stack Ram Block Seal 7 5
Bonnet Face Seal 2 2
Bonnet Operating Seal 5 4
Hardware_all other Mechanical Elements 2 2
Shear Ram Preventer
Ram Block Hardware 1 1
Ram Block Seal 10 10
Unknown 1 1
Riser System |Riser Flange 1 1
Total 120 96
NOTE S:
- Each of thaBOPstack pulls identified only in WAR are included in this table as b@&®R stack pull and an inperation
event.

- The canponent labeled unknown represent8&®P stack pull evenidentified in WAR data
SOURCE: U.S. DOT, BTS, SafeOCS Program.

Investigation and Analysis

I&A information was received fat7 of the 43 surface system events in ZD2The I1&As
includel one at the RCFA level antR for events with immediately known caus@able20
summarizes the findings ftre onel&A (at the RCFA leveRhat includedarecommended

preventive action.
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Table 20: Findings from I&As for Surface System Events, 202 2

TOTAL
RECOMMENDED EVENTS 2022

REPORTED

ROOT ROOT CAUSE DETAILS
CAUSE

PREVENTIVE ACTION SINCE EVENTS
2017

The redesign to use extra rubbe ) )
. . OEM redesigned the side packg
in shear ram preventer side

1 Design Issue . ) of the ram to accommodate ma 1 1
packer failed to consider all N
- tolerance conditions.
metal tolerance conditions.

SOURCE: U.S. DOT, BTS, SafeOCS Program.
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CHAPTER 4:TOPICS OF INTEREST

Intervention Equipment Failure s

After a well has been drilled and completed, there may be occasions when that well will require
maintenance, repair, or replacement. Ttype ofwork is referred to as a workovepr
interventionoperation andmay be performed using a nafillingintervertion vessel or may

require a drilling rigdepending on the specifiasork required

The SafeOCS database was originally designezhftiuring specifics aubseaNVCE
componentevents and later modified tancludesurface offshor&/CE systemcomponent

evens. This modification was a relatively straightforward task due to the design standards being
the samed API Specificatioh6A. Although SafeOCBasreceiveal reports for eventsinvolving
intervention equipmentomponentsthe equipment structuresub-unit, item, andcomponent)

is different from subsea and surfactshore WCE systemsrequiring a different database form
structure, which has not yet been establishBlnethelesssomesummary of the events is

possiblewnhich is included belo.

As shownin Figure8, from 2017 to 2022, SafeOCS receivil7 event notifications involving
intervention equipmentAlthoughno failures weraeported to SafeOCS in 201&he activity in
WAR datafor interventionvesselsvas similar to other yearg-rom 2019 © 2022,the number

of reports trended downwardsimilar to the rig WCE failure reports.

2 The following API standards for subsea well intervention equipment informed the analysis presented in this
section:

- APIStandardl7G, Design and Marfactureof Subsea Well Intervention Equipmeiihird Edition, Nov.
2019 Openwater intervention riser systenOWIRS) incorporates the use of a surface test tree and BOP
assembly to access the wellbore/subsea tideoughBOP intervention iser system TBIRS$
incorporates the use of aubsea test tree inside ofsabseadrilling BOP to access the wellbore/subsea
tree.

- APIRecommended PracticE/ G5 Subsea Intervention Workover ContrqglFirst Edition, Nov. 2019.
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Figure 8: Intervention System Events, 2017 -2022
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SOURCE: U.S. DOT, BTS, SafeO®3ogram.

Using generic categories for the componeatgablished by SafeOCS Sivias following
breakdown shows that failures across the six years are mostly on control system valves and
valves that access the wellbore fluids. The next highest group#targd/connections,

instruments, and regulators.

Figure 9: Components Involved in Intervention Systems Events, 2017-2022
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SOURCE: U.S. DOT, BTS, SafeOCS Program.
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Next steps for the evaluation of intervention system evetdsild include enhancements to the
database structure to support a more robust collection and analysis, as well as compiling

denominator data to contextualize events as is done for subsea and surface WCE events.

Piping/Tubing Events

This section offers a nre in-depth review of piping/tubing events reported to SafeOCS during
2017 to 2022. Piping/tubing events were examined for notable observations and potential
trends due to both their prevalence reported eventsand because theharacteristics of
piping/tibing components reported can vary widdfygurelO illustratesthe different types of

these events reported over the@7 to 2022 period
Figure 10: Piping/Tubing Events, 2017 -2022
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SOURCE: U.S. DOT, BTS, SafeOCS Program.

Piping and tubing are installed during the initial assembly of the equipment, and they are
replaced only when they are damaged or found leaking. Life expectancy is usually considered
the life of the system ands such, there are limited preventive maintenance routines beyond
initial verification at installation or after being reconnectBging, tubing, (and fittings) are

listed for 241 notifications from 2017 to 202@ith 15 occurring in 2022 (12 for subsea
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systems anthree for surface) However, thiscomponent is comprised of marypes of
subcomponentdg-or this analysighe various types of piping and tubing pastsre grouped as

shown inTable21.

Elastomeric seals were listed as the specific part that faild8.Bpercent of these cases, add.2
percentwere specifically failures of the actual piping or tubing (rather than the variety of
subcomponents) part3hirty-two of the piping / tubingvents (13.3 percent) were of pieces of
tubing that had not been deburred by the manufacturer; this was notiped inspection on the

rig and theywere replaced before going into use. Thitye reports (12.9 percent) refer to tubing
fittings that had been oveswaged and discovered when being checked with/acggo gauge

during inspection. Fifteen cases (feégcen) inwlved NPT thread issues. The remaining cases are
predominantlyfailures ofadaptor fittings and -@ings.The o-ring failures are associated wisix
differentparts: code62 flanges, pipe unions, pod stabs, SAE pipe fittfagap hubsand seal subs.
Together these account for 103 (42.9 percent) of the total.

The above seals are classifiedstgicandare not designed to move after installatidtatic
seals are assembled into the hardwéeeay.a code-62 flangg and the seal (@ing) in thatflange
is osqueezed by tightening the flange bolts to the recommended torque. This tightening
procedure provides the necessary energizing force to corttagpressurizedBOP control

fluid. Should the bolts be unddorqued or vibrate loose in servigehen the satic seal may
loseits required squeeze and leaRode-62 flange erings leak when the flange bolts have not
been correctly torqued at installatio@nd SAE fitting erings tend to leak when the backup nut
has not been tightened after the direction of thiting has been changed/hile the number of
reported code62 flange ering leaks and SAE fittingrong failures had high total reported
events compared to other types of piping/tubing over theysar period (29 and 61 events,
respectively), which maye due to maintenance or assembly issues, failures of these types

tended to decrease over time, with only four such issues reported in 2022.
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Table 21: Piping/Tubing Events, 2017 -2022

Group
Group Type 2017 2018 2019 2020 2021 2022 Total .
- Flange 1 - - - - . 1
Piping . 7
Pipe 4 2 - - - - 6
_ Tubing 2 32 4 2 1 1 42
Tubing - — 99
Tubing Fitting 24 21 4 - 2 57
Autoclave 3 1 - - - - 4
. JIC Flare 2 - 2 - - - 4
Fittings 26
Threaded (NPT)| 8 3 3 - 1 1 16
Pressure Snubber - 1 - 1 - - 2
Clamp Hub - - 1 - - - 1
Pod Stab 1 - - - - - 1
: Union 1 3 - 1 - - 5
O-rings 104
Seal Sub - - 2 1 1 7
Code 62 Flange | 6 8 9 2 6 3 29
SAE Fitting 14 13 10 7 16 1 61
Other Insufficient Info - - - 1 - 3 4 4
Total 66 79 36 22 25 12 240 240

NOTE : Dashindicates a count afero.
SOURCE: U.S. DOT, BTS, SafeOCS Program.
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APPENDIX A: REGULATORY REPORTING REQUIREMENT

The failure reporting requirement is codified
which went into effect on July 28, 2016. In 2019, BSEE revise@ploeting rule to clarify that
event notifications and reports mus®Thebule sent

follows (o0youd6 refers to |l essees and designat

(c) You must follow the failure reporting procedures contained in ARIindard 53,

(incorporated by reference in 8250.198), and:

(1) You must provide a written notice of equipment failure to the Chief, Office
of Offshore Regulatory Programs (OORP), unless BSEE has designated a third
party as provided in paragraph (c)(4)tbfs section, and the manufacturer of

such equipment within 30 days after the discovery and identification of the
failure. A failure is any condition that prevents the equipment from meeting the

functional specification.

(2) You must ensure that an invegdition and a failure analysis are started within
120 days of the failure to determine the cause and are completed within 120
days upon starting the investigation and failure analysis. You must also ensure
that the results and any corrective action are dawented. You must ensure that

the analysis report is submitted to the Chief OORP, unless BSEE has designated
a third party as provided in paragraph (c)(4) of this section, as well as the
manufacturer. If you cannot complete the investigation and analytkis wie
specified time, you must submit an extension request detailing how you will
complete the investigation and analysis to BSEE for approval. You must submit

the extension request to the Chief, OORP.

(3) If the equipment manufacturer notifies you tlitahas changed the design of
the equipment that failed or if you have changed operating or repair procedures

as a result of a failure, then you must, within 30 days of such changes, report the

2384 FedReg. 21,908 (May 15, 2019).
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design change or modified procedures in writing to the Chi€@RP, unless

BSEE has designated a third party as provided in paragraph (c)(4) of this section.

(4) Submit notices and reports to the Chief, Office of Offshore Regulatory
Programs; Bureau of Safety and Environmental Enforcement; 45600 Woodland
Road, Sterlig, Virginia 20166. BSEE may designate a third party to receive the
data and reports on behalf of BSEE. If BSEE designates a third party, you must
submit the data and reports to the designated third party.
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APPENDIX B:OPERATIONAL STATES OF WCE SYSTEMS

This appendix separates events into two states, where applicable, based on when the event
occurred:in operatiorr notin operationThis section provides an overview of these states and
the various phases within them to provide additional context fdufaieventsFigurell

provides a visual representation for subsea WCE systems.

An event is classified as niotoperation if ~Figure 11: The Cycle of Maintenance,
. _ ) Inspection, and Testing

it occurred or was discovered during
maintenance, inspection, and testing (MI1
or other preparatory work, and in

operation if it occurred or was discoverec

after the equipment had been successful

Pressure Tests

every
14/21 days

tested and put into service. All WCE
needs to be reliably available while in
operation; to meet thigequirement,
systems are often designed with

redundant components or subsystems.

Function Tests
every
7 days

It is important to recognize that WCE
systems provide secondary well control;

the primary well control is fluid

. KEY: In-operation Not-in-operation
management or ensuring that the NOTE: The figure illustrates the cyclical MIT regime practicec
subsea WCEystemsscaled to show the approximatene split
for an average new well.
SOURCE: U.S. DOT, BTS, SafeOCS Program.

hydrostatic pressure of the nalin the
well is always at least equal to formation
pressure. On many wells, the only time that the well control equipment is ever used is when it

is being tested. Ensuring that equipment is readily available and correctly functions when needed
during opeations involves a detailed and cyclical MIT regime, which mainly occuestieh

BOP stack is not in operation. BSEE regulations modify MIT requirements, including those of
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API Standard 53.The remainder of this section includes a discussion of tia®d versus

conditionbased maintenance practices, followed by more detail about each phase of MIT.

Condition -Based Maintenance

An alternative to timebased maintenance schedules is conditmmerformancebased
maintenance. Instead of components havixegdfmaintenance periods, such as between wells,
annually, or every 30 months, equipment owners utilize condition monitoring data to determine
when maintenance is required. Developments in recent years have enhanced the
instrumentation of WCE systems, partilarly in the BOP control systems, facilitating the
collection and monitoring of condition data. An example of condHi@sed maintenance is
signature testing, where pressure and current requirements for various systems are accurately
measured when nevand then subsequent measurements of those components are compared

to determine when maintenance is required.

Certain component types, sometimes referred to as consumables, have typically followed
conditionbased maintenance. The life expectancy of a ratkgyaor annual packer, for

example, which creates a seal around the pipe or annulus, is difficult to forecast due to the
changes in the operational environment during use. A visual inspection determines whether the
component is replaced, regardless of timause, other than upon failure. Fixed maintenance
periods can result in invasive maintenance practices for some component types. For example,
seals are to be replaced every time they are exposed, which may introduce the potential for

maintenance errors.

MIT for Subsea WCE Systems

MIT While Not in Operation

Any events that occur during the following four phases can be resolved before the BOP goes
into operation, decreasing the likelihood of an event with safety or environmental

consequences.

2430 CFR 250.737, 250.739.
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1 Between Wells Maintenance (BWM): This is the period between one well
construction finishing and the next well construction starting. As the BOP stack is being
recovered from the well, MIT commences on the equipment as it becomes accessible
(e.g., telescopic joint, risechoke manifold, surface mounted control equipment). When
the BOP stack is safely on deck, BWM procedures and usually some other periodic
maintenance, such as annual andymarly procedures, are carried out. During the
scheduled BWM periods, all eftsrare focused on finding and resolving any potential
issues before the next well construction begins. This detailed attention to components

results in the most nein-operation event notifications compared to other MIT phases.

1 Pre-Deployment Testing: Thisis the minimum required testing that must be carried
out before the WCE systems can be deployed subsea. It takes place on the rig before
the BOPstack is lowered into the water. Prdeployment testing includes operating
every BOP stack function fromvery control panel and through each control pod. It
also includes pressure testing every barrier to a pressure higher than it may see on the
upcoming wellAlthough the API S53 prdeployment testing is typically completed with
the BOP stack on the testtsmp in the setback area, events discovered while moving

the BOP stack to the moonpool aralsocategorized as occurring during this phase

1 Deployment Testing: Pressure tests of theéser mountedchoke and kill linesectiors,
which provide fluid pressure control and allow drilling or wellbore fluids to be
evacuated from the well safely if needed, are carried out dUBO& stack deployment
Control system pressures, temperatures, currents, angles, and other data received from
the control pods are continuously monitored, even during this phase. Additional detail is
provided in the discussion of the riser system in the SafeOCS suppleWeé, Subunit
Boundariepublished separately.

1 Initial Subsea Testing: This is the first tine on a well that the complete system,
including the wellhead connection, is pressure and function tested. These tests must be
carried out before any well operations take place. If any issues are detected, the
wellhead connector can be unlatched from thelllvead to retrieve the BOP stack to

the surface for resolution before the commencement of operations.
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MIT During Operations: Subsequent Testing

Subsequent testing regimes take place while the BOP stack is in operation. Every seven days,
all the nonlatching equipmerif is function tested; all rams, annulars, and valves are closed and
opened to confirm that thegan operatef required. Every 14 daysall pipe rams, annulars,
valves, and the choke manifold are pressure tested. Every 21 day;dbstic batteries are
checked?® and the shear rams are pressttiested?® Suppose the BOP stack remains subsea for
long periods. In that case, every 90 days, the-pigissure shear circuit(s) are tested. Every 180
days, the accumulators (both surfacelaubsea) are subjected to drawdown tests to confirm
that the required volumes of pressurized BOP control fluid are avaifakfighe BOP stack is

not subsea long enough for these tests to become due, then thalpptoyment testing for the

next well wil include them.

MIT for Surface WCE Systems

As with subsea WCE systems, an evertlassified as nah operation if it occurred or was
discovered during MIT or other preparatory work, andaperation if it occurred or was
discovered after the equipmeihtad been successfully tested and put into senAcsurface

WCE system is in operation once the BOP stack has been assembled on the wellhead and all

the initial testing has been completed.

MIT While Not in Operation

Many surface BOPs are rented and maired by third parties or maintained by the equipment

owner at shore bases. When the well operation ends, and BWM is required, the equipment is

%30 CFR 250.737 and API Standard 53 (4th ed.) section 7.6.5.1.1.

% Latching equipment, e.ghe wellhead, LMRRand choke/kill connectors, includes the remotely operated
components thatannot be teted after the initial subsea testing without compromibkan-latching equipment is
all other WCE.

2730 CFR 250.737(a)(2). Some operators may utilize-d&/test frequency if approved by BSEE. 30 CFR
250.737(a)(4).

2 AP| Standard 53 (4th ed.) table 7.

2 Shear rams are pressure tested at least every 30 days per 30 CFR 250.737(a)(2). Operators may also follow the
more frequent 21day testing per API Standard 53 (4th ed.) table 10.

%0 API Standard 53 (4th ed.) table 7.
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often sent to shore for maintenance and exchange. Importantly, failure events identified
onshore by third partiesvhile the equipment is not under contract to the operator may be less
likely to be reported to SafeOCS.

Since WCE on surface system rigs is accessible on deck throughout operations, and there are
fewer components, the MIT conducted during BWM and befoegibning operations is less
intensive than for subsea WCE systems. Before beginning operations, pressure testing takes
place for the rams, annulars, and valvesial testing is also conducted before any well

operations take place.

MIT During Operations : Subsequent Testing

The basic subsequent testing regime for surface systems is similar to that of subsea systems.
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APPENDIX C:YEARLY NUMBERSATA GLANCE 2017-2022

Table 22: Yearly Numbers ata Glance, 201762022

2017-2022 2017-2022

MEASURE
Total Average
WELLS
Wells with Activity| 325 | 389 | 397 | 264 | 243 273 1,618 315.2
Wells Spuddeq 147 | 182 | 165 | 113 | 103 112 822 137.0
RIGS
Rigs with Activity] 60 59 63 50 37 43 82 52.0
Rigs with Reported Events 47 40 36 32 26 31 70 35.3
OPERATORS
Active Operators| 27 32 29 27 20 24 39 26.5
Reporting Operators| 18 14 13 14 12 13 25 14
BOP DAYS

Total BOP Dayq16,07217,073 16,990 12,46211,18( 12,358| 86,135 14,356

Not-in-Operation BOP Dayy 6,123| 6,334| 6,475| 5,382| 4,608| 4,983 33,905 5,651

In-Operation BOP Day$ 9,949|10,73910,515 7,080| 6,572| 7,375| 52,230 8,705

Subsea System BOP Dgy0,917 10,063 9,853( 8,490| 7,685| 8,036 | 55,043 9,174

Surface System BOP Day$,178| 6,808| 7,108| 3,962 3,822| 4,322 | 31,200 5,200

COMPONENT EVENTS

Total Events Reportedl 1,411 1,197| 995 | 635 | 411 481 5,130 855
Overall Event Rat¢ 87.8 | 70.1 | 58.6 | 51.0 | 36.8 | 38.9 59.6 57.2
Not-in-Operation Eventy 1,214 1,055| 871 | 568 | 342 396 4,446 741
In-Operation Eventg 197 | 142 | 124 67 69 85 684 114
Subsea System Event4,301| 1,128| 908 | 614 | 365 438 4,754 792
Surface System Everlts110 69 87 21 46 43 376 63
LOC EVENTS
Loss of Containment Evenfs 1 0 0 0 0 0 1 NA
KEY: In-operation Not-in-operation

NOTE S:
Event rate is the number of events thatcurred per 1,000 BOP days.
The 201822 totals for rigs, operators, and wells with activity measures represent the numherigdie entities.

SOURCE: U.S. DOT, BTS, SafeO®3ogram
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Table 23: Subsea System Yearly Numbers at a Glance , 201782022

2017-2022 2017-2022

MEASURE 2017 2018 2019 2020 2021
Total Average
WELLS
Wells with Activity| 167 173 190 142 136 134 650 157.0
Wells Spuddedq 86 96 79 72 52 50 435 72.5
RIGS
Total Rigs with Activity 32 31 29 26 21 24 41 27.2
With One Subsea Stagk 10 9 8 6 5 5 13 7.2
With Two Subsea Stacks 22 22 21 20 16 19 28 20.0
Rigs with Reported Evengs 29 24 21 22 16 20 38 22.0
OPERATORS
Active Operators| 17 16 20 19 14 15 23 16.8
Reporting Operators] 11 10 10 11 10 11 20 10.5
BOP DAYS

Total BOP Dayd 10,917|10,063| 9,853 | 8,490| 7,685| 8,036| 55,043 9,174
Not-in-Operation BOP Dayq 4,538 | 4,359 | 4,534 | 4,138 3,771| 3,724| 25,064 4,177

In-Operation BOP Day$ 6,379 | 5,704 ( 5,319 4,352 | 3,914| 4,311 29,979 4,997
COMPONENT EVENTS

Total Events Reported 1,301 | 1,128 | 908 614 365 438 4,754 792
Overall Event Rat¢ 119.2| 112.1| 92.2 | 72.3 | 47.5 | 54.5 86.4 83.0
Not-in-Operation Eventy 1,152 | 1,022 | 826 561 323 381 4,265 710.8
Not-in-Operation Event Rat¢ 253.9| 234.5| 182.2| 135.6| 85.7 | 102.3 170.2 165.7
Not-in-Operation Events per Wel| 6.9 5.9 4.3 4.0 24 2.8 6.6 4.4
In-Operation Eventy 149 106 82 53 42 57 489 81.5
In-Operation Event Rat¢ 23.4 | 18.6 | 154 | 12.2 | 10.7 | 13.2 16.3 15.6
In-Operation Events per Well 0.9 0.6 0.4 0.4 0.3 0.4 0.8 0.5
BOP STACK MOVEMENTS
Total Stack Rung 203 179 220 173 145 136 1,056 176.0
Successful Rurls 166 152 171 170 126 126 911 151.8
Stack Pull§ 9 8 8* 7* 3* 5* 40 6.7
LOC EVENTS
Loss of Containment Events 1 0 0 0 0 0 1 NA
KEY: In-operation Not-in-operation

NOTE S:
- Event rate is the number of events thatcurredper 1,000 BOP days.
- The 201822 totals for rigs, operators, and wells with activity measures represent the number of unique entities.
Includes some BOP stack puitlentified in WARTable2 provides counts. These are not includedTiatal Events Reported
SOURCE: U.S. DOT, BTS, SafeO®3ogram

*
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Table 24: Surface System Yearly Numbers at a Glance , 201782022

2017-2022 2017-2022

MEASURE 2017 2018 2019 2020 2021 2022
Total Average
WELLS
Wells with Activity| 160 217 208 123 114 139 716 160.2
Wells Spuddeq 61 86 86 41 51 62 387 64.5
RIGS
Rigs with Activity] 28 28 34 24 17 19 41 25.0
Rigs with Reported Evengs 18 16 15 10 10 11 32 13.3
OPERATORS
Active Operators| 19 24 21 17 12 16 29 18.2
Reporting Operators] 11 8 9 8 7 6 12 8.2
BOP DAYS

Total BOP Dayy 5,178 | 6,808 | 7,108 | 3,962 | 3,822| 4,322| 31,200 5,200

Not-in-Operation BOP Dayy 1,636 1,709 1,883 1,225| 933 | 1,259 8,645 1,441
In-Operation BOP Day$ 3,542 | 5,099 5,225 2,737 | 2,890 3,064 22,555 3,759
COMPONENT EVENTS

Total Events Reported 110 69 87 21 46 43 376 62.7
Overall Event Rat¢ 21.2 | 10.1 | 12.2 5.3 12.0 9.9 12.1 11.8
Not-in-Operation Eventy 62 33 45 7 19 15 181 30.2
Not-in-Operation Event Rat¢ 37.9 | 19.3 | 23.9 5.7 20.4 | 119 20.9 19.9
Not-in-Operation Events per Wel| 0.4 0.2 0.2 0.1 0.2 0.1 0.3 0.2
In-Operation Eventy 48 36 42 14 27 28 195 32.5
In-Operation Event Rat¢ 13.6 7.1 8.0 5.1 9.3 9.1 8.6 8.7
In-Operation Events per Well 0.3 0.2 0.2 0.1 0.2 0.2 0.3 0.2
BOP STACK MOVEMENTS
Total Stack Start$ 214 236 224 133 121 152 1,080 180.0
Successful Starfs 182 237 210 121 121 144 1,015 169.2
Stack Pull§ 11 10 36* 9* 16* 14* 96 16.0
LOC EVENTS
Loss of Containment Evenfs 0 0 0 0 0 0 0 NA
KEY: In-operation Not-in-operation
NOTE S:

- Event rate is the number of events thatcurred per 1,000 BOP days.
The 201322 totals for rigs, operators, and wells with activity measueggesent the number of unique entities.
* Includes some BOP stack pulls identified in WARble2 provides countsThese are not included ifiotal Eents Reported

SOURCE: U.S. DOT, BTS, SafeO®3ogram
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